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Abstract

This paper analyzes sovereign risk contagion using bond yield spreads and credit default
swaps for the major Eurozone countries. By emphasizing several econometric approaches (non-
linear regression, quantile regression and Bayesian quantile regression with heteroskedasticity)
we show that the propagation of shocks in Europe Euro’s bond yield spreads shows almost no
presence of contagion in the sample periods considered (2003-2006, 2008-Nov2011, Dec2011-
Apr2013). Shock transmission is no different on days with big spread changes and small changes.
This is the case even though a significant number of the countries in our sample have been ex-
tremely affected by their sovereign debt and fiscal situations. The risk spillover among these
countries is not affected by the size or sign of the shock, implying that so far contagion has
remained subdued. However, the US crisis, does generate a change in the intensity of the prop-
agation of shocks in the Eurozone between the 2003-2006 pre-crisis period and the 2008-2011
post-Lehman one, but the coefficients actually go down, not up! All the increases in correlation
we have witnessed over the last years come from larger shocks and the heteroskedasticity in the
data, not from similar shocks propagated with higher intensity across Europe. These surprising,
but robust, results emerge because this is the first paper, to our knowledge, in which a Bayesian
quantile regression approach allowing for heteroskedasticity is used to measure contagion. This
methodology is particularly well-suited to deal with nonlinear and unstable transmission mech-
anisms especially when asymmetric responses to sign and size are suspected.
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1 Introduction

The sovereign debt crisis in Europe that began in late 2009 has reignited the literature on
contagion. How much contagion to countries in the European Monetary Union (EMU) could
be expected as a result of a possible credit event in Greece, Italy or Spain? How much would
France and Germany be affected? How about countries outside the European Union? Through
which channel should the shock be transmitted? Clearly, these are important questions for
economists, policymakers, and practitioners. However, addressing these questions requires the
surmounting of some extraordinary empirical challenges.!

The first challenge is definitional. What exactly is contagion? Is it the “normal” or “usual”
propagation of shocks, or is it the transmission of shocks that takes place under unusual cir-
cumstances??

Some literature tends to define contagion as the co-movement that takes place under ex-
treme conditions — or tail events®— while another significant proportion of the literature
compares how shocks propagate differently during normal and rare events. The first definition
concentrates on measuring the transmission after a bad shock occurs, while the second defini-
tion investigates how different the propagation mechanism is after a negative shock appears.
It would be impossible to solve this definitional problem in this paper; rather, our objective is
to present convincing evidence of the amount of contagion that takes place, according to the
second definition. In other words, we are interested in understanding the amount of potential
contagion that exists within the European sovereign debt market, where contagion is defined as
the size of the difference in the propagation after a large negative realization has taken place,
compared to the propagation after an average realization.

The second challenge is an empirical one: how to measure contagion from an unobservable

shock. It is common to compare the intuitions about financial contagion to the notions of

'For a survey indicating the shortcomings of most empirical methods see Rigobon (2001).
2See Forbes and Rigobon (2002), as well as Dungey and Zhumabekova (2001).
3As defined by the copula approach to measuring contagion (Rodriguez, 2007)



contagion in the medical literature. In medicine, however, there are two approaches: a direct
measurement of contagion, and an indirect one. In fact, how do we measure the degree of
contagion of a particular virus? One procedure relies on blood tests to detect the presence of
the virus. This method evaluates contagion directly, but it requires knowledge of the virus. The
second method concentrates on the transmission of symptoms: fever, pain, etc. During most
financial crises, the “virus” is unknown. Most of the time, the econometrician observes which
countries are affected, and by how much, but rarely the extent of the disease. For instance,
most observers were surprised by the magnitude of the Lehman crisis in the US, mainly because
very little information about the underlying contracts existed — and still exists. The literature,
therefore, treats financial contagion as an unobservable shock, meaning that most empirical
techniques have to deal with omitted variables and simultaneous equations. The problem is
even more complicated because the data suffer from heteroskedasticity — which implies that
if the conditional volatility in the sample changes it might result in econometric biases. In
other words, if the correlation between two variables is different in normal and in crisis times,
how can we be sure that this difference is due to the outcome of a shift in the propagation
mechanism and not the result of the fact that correlations are not neutral to shifts in volatility?
Crisis periods are usually associated with higher volatility and simple correlations are unable
to deal with this problem.* Moreover, if a linear regression has been estimated across different
regimes, how can the researcher be sure that the coefficients are different because the underlying
parameters are shifting, rather than because the omitted variables and simultaneous equation
biases are not neutral to changes in the volatility? This empirical challenge has spurred a very
large empirical literature trying to measure contagion.

Finally, the third challenge is that the channel through which contagion spreads is rarely
understood before the crisis occurs. For example, very few ever have predicted that the trans-

mission channel of the 1998 Russian crisis was going to be Long Term Capital Management.

4See Forbes and Rigobon (2002).



Furthermore, even though several economists anticipated the 2008 US crisis, none could foretell
that the transmission would be from the subprime mortgage market to insurance companies,
to AIG, and then to the rest of the world. The economics profession is extremely good at
describing the channels through which shocks are transmitted internationally immediately af-
ter the contagion has taken place. This puts a significant constraint on structural estimations
of contagion, the problem being that the channel has to be specified ex-ante. Reduced-form
estimations, on the other hand, have the advantage that they are channel-free and therefore
might capture the presence of contagion that was not fully accounted for prior to the shock’s
occurrence.

In this paper we first evaluate the extent of contagion in the Eurozone sovereign bonds. We
examine sovereign bonds yield spread for seven European countries in the Euro area: France,
Germany, Greece, Ireland, Italy, Portugal, and Spain, plus a European country that is not
in the EMU: the United Kingdom (UK). We consider a sample period from January 2003 to
April 2013, divided into three subsamples: the pre-crisis period, 2003-2006, the crisis period of
2008-Nov2011 and the European Central Bank ECB intervention period of Dec2011-Apr2013.
We investigate the following questions:

a) Is there any presence of contagion in the sample periods considered? How is shock
transmission different on days with big spread changes rather than small ones, most of which
are during the turmoil of the debt crisis?

b) Has shock transmission in the Eurozone changed because of the debt crisis or the US
crisis?

We propose quantile regressions as a powerful methodology for measuring contagion and use
them to investigate the above questions. The main advantage of using the quantile regressions
is that this is a very natural and powerful way to deal with the measurement of different
propagation mechanisms, namely, during normal conditions and after a negative shock appears,

i.e. to investigate possible parameter instability in the data for small and large, and negative



and positive innovations. By conditioning on the size and sign of the shocks and evaluating the
propagation mechanisms via the reduced-form model-based coefficients linking the dependent
variable and the explanatory ones, this methodology allows us to understand and to estimate
the extent of the asymmetries. We define contagion as a shift in the intensity of propagation
when large positive shocks in the bond yield spread occur compared to normal shocks. Thus,
we compare the coefficient of the propagation of shocks between two countries that show values
belonging to, respectively, the highest quantiles (easily associated with turbulent times) and the
middle ones (that belong to normal times). When the coefficients are stable over quantiles (i.e.
they are not statistically different) we reject the contagion hypothesis. We apply a standard
quantile regression and, also, a heteroskedastic version where the conditional variance of the
residuals follows a Generalized Auto Regressive Conditional Heteroskedasticity (GARCH)(1,1)
specification.

We have two main results: First, for almost every pair of countries in our data the trans-
mission mechanisms is constant across the 2008-Nov2011 and Dec2011-Apr 2013 samples (the
few exceptions are from France to Ireland, from France to Italy and from Spain to Italy in the
crisis period of 2008-Nov2011 using the quantile regression with heteroskedasticity). This is
the case for both bond yields and CDS.5 This result challenges the ongoing discussion about
contagion in the Eurozone countries. It implies that the fiscal crises in the periphery countries
mostly increased variances without changing the propagation of shocks.® Second, using exactly
the same methodology, we find that there is a change in the propagation mechanisms between
the 2003-2006 and the 2008-Nov2011 samples.” However, we find that the coefficients actually
fall as opposed to increasing. This implies that what changed the coefficients was the Lehman

crisis, and that market participants, if anything, understood that Euro countries bond yields

SExceptions for CDS are Greece and Portugal that present evidence of contagion from almost all the other
countries when applying the quantile regression with heteroskedasticity. The difference with bond spread results
can be potentially due to liquidity issues in the CDS market.

Indeed, as has been documented even in the public press, volatilities increased dramatically; hence, corre-
lations increased for spurious reasons.

"This result could only be tested in the bond yields given that CDSs were not available



were going to be less synchronized than before, and not more.

At a first glance, both results are surprising. A simple explanation, however, can rationalize
them. The US crisis changed market views or perceptions of how synchronized bond yields could
be within the Eurozone countries, and that it was mostly the fiscal crises in the periphery that
caused the shocks that increased overall volatility. In other words, the US crisis could have led
market participants to realize that countries within the Euro were going to follow a divergent
path — hence the reduction in the coefficients — and the fiscal crisis was the expression of such
a divergence. Of course we do not have direct evidence of this mechanisms, except for the fact
that it is consistent with the observed behavior.

It is impossible to adequately review the extensive literature on contagion in this paper. We
direct the interested reader to the multiple iterative reviews that already exist in the literature.
Among others, we cite Pericoli and Sbracia (2003), Dungey et al. (2005), and Pesaran and Pick
(2007). We concentrate here on those papers that have measured the degree of co-movement
among bond spreads and among sovereign CDS. In particular, some recent research on this
topic concentrates on the relationship between sovereign credit spreads and common global
and financial market factors.® Few papers concentrate instead on the determinants of sovereign
spreads in the EMU and the issue of contagion among sovereign securities within the EMU.?

Our paper complements and extends this literature by investigating the degree of co-movement

8For example, see Kamin and von Kleist (1999), Eichengreen and Mody (2000), Mauro, Sussman, and Yafeh
(2002), Pan and Singleton (2008), Longstaff, Pan, Pedersen and Singleton (2011) and Ang and Longstaff (2011).
This body of works shows that the most significant variables for CDS spreads are the US stock and high-yield
market returns as well as the volatility risk premium embedded in the VIX index. Moreover, using a broad panel
of bank and sovereign CDS data, Acharya, Drechsler and Schnabl (2011) concentrate on the financial sector
bailouts and show that bank and sovereign credit risk are intimately linked. Kallestrup, Lando and Murgoci
(2012) also show that cross-border financial linkages affect CDS spreads beyond that which can be explained
by exposure to common factors.

9In particular, Caceres and Segoviano (2010) investigate the effect on the sovereign spread of the default
probabilityof country ¢ conditional on the default of the other countries (extracted from CDS). Similarly, Hon-
droyiannis, Kelejian, and Tavlas (2012) analyze the impact on the sovereign spread of a “contagion variable”,
defined as a weighted combination of other countries’spreads. Giordano, Pericoli and Tommasino (2013) in-
vestigate whether the sharp increase in the sovereign spreads of Euro area countries with respect to Germany
is due to deteriorating macroeconomic and fiscal fundamentals or to some form of financial contagion. They
concentrate on the explanation of the levels of the sovereign spreads rather than on the degree of co-movement
of sovereign bond spreads.



among sovereign bond spreads (and sovereign CDSs) after controlling for common factors that
explain credit spreads, as highlighted by the previous literature.

The remainder of the paper is organized as follows. Section 2 describes the problems in-
volved in measuring contagion. Section 3 describes the data. Section 4 presents the different
approaches used to investigate the relationship across bond spreads and the results. Section 5

provides robustness results. Section 6 concludes by discussing the implications of our paper.

2 Contagion, Nonlinearities, and Measurement

It is quite usual to compare the measurement and intuitions of financial contagion to the notions
of contagion that we have developed and understood from the medical literature. This is indeed
a quite useful exercise because in medicine there are two approaches: a direct measurement of
contagion, and an indirect one. In fact, one procedure used to measure the degree of contagion
of a particular virus relies on blood tests to detect the presence of the virus, while the other
concentrates on the symptoms.

In the direct measurement, the speed and intensity at which the virus is transmitted from
one individual to another is directly evaluated by the concentration of the virus in the blood-
stream. This procedure, however, requires the presence of the virus to be measured. In the
financial markets this is equivalent to observing the fundamentals, that is, to measuring risk
appetite, contingent contracts, direct linkages in the banking sector, incentives, the information
each agent possess, etc, directly. In practice, in the case of financial contagion, this methodology
is hard to implement for two reasons: first, it is almost impossible to measure the fundamen-
tals. For example, we can observe interest rates or average default rates, but not perceptions,
heterogeneity, risk preferences, etc. Second, the literature rarely agrees on what needs to be
measured. In other words, even if we were able to measure a particular fundamental determin-

ing interest rates across countries, it is not clear that such channel would be the one most of



the literature would agree upon. Therefore, even after a financial contagion has occurred we
rarely agree on or observe the exact “virus”.

The second procedure is to observe and evaluate the symptoms. Assume that one of the
symptoms of the virus is a high fever (a temperature more than 104). In a population within
a city and not suffering from the virus, the frequency of the event “high temperature” will
be relatively low. In fact, the likelihood that one person has a temperature of 104, given that
another person in the population has a temperature of 104 is relatively low as well. In “normal”
times, then, high temperatures are rare, and such events are almost independent. They are
not totally independent because high fever in a particular city could be caused by pollution,
climate, food, etc, shocks that indeed affect the whole population. This condition is what is
defined as “normal” times. If a virus is introduced into the city it is conceivable that the
frequency of 104 degree temperatures will increase, and the conditional probabilities are likely
to increase as well. In other words, the propagation of the event “high temperature” increases
with the presence of the virus. This is the typical problem we have in finance. There are factors
that create co-movement in “normal” times that are intensified during a “contagious” period.
The idea, therefore, is to evaluate how different the propagation is during a contagious event,
from the propagation that exists in normal times. The problems of the indirect procedure
are several: Firstly what defines “normal”? Furthermore, given (i) the changes in volatility
during the ”contagion” period and (ii) the presence of omitted variables and (iii) problems
with simultaneous equations (i.e. endogeneity) that are likely to appear, which econometric
procedure should be used to evaluate the propagation in “contagious” times?

Let us formalize the econometric problems of measurement in a simple framework. Assume
the changes in the bond yield spreads of two different countries (or equally two asset returns),

yir and y;;, are explained by two common factors and some idiosyncratic shocks. Assume the



factors are unobservable.

yj,t = Zt“—Ut‘l—Et (1)

Yir = 2+ 0ve+ 1 (2)

where z; is the factor in “normal” times; while v, is the factor that appears during a “contagious”
event, meaning that it is zero during normal times and different from zero in crisis times,
and where ¢, and 7, are stock-specific assets.!® In other words, z is the factor that explains
“high temperature” appearing in two individuals during normal times, while v; is the virus.
We assume that the variance of the virus is larger than the variance of the “nomal-times”
shock: 02 > ¢2. In other words, we assume that contagious events are accompanied by higher
volatility. In fact, this is a very reasonable assumption. Crises are usually associated with higher
variances. Also, we assume that, conditional on events having the same variance, contagious
events are propagated with higher intensity — which means that 6 > «. Finally, we assume that
idiosyncratic and common shocks are all uncorrelated.

In this environment, correlations are a bad measure of comovement. In fact, in this simple
model there are two factors that create high correlation. One, the interesting one, is the larger
coefficient in the contagious variable — which mostly answers the question of how much larger
is 0 than «; and the second, uninteresting, one is due to the heteroskedasticity in the data. In
fact, if we assume that § = « it is still the case that the correlation increases in “contagious”
times even though the propagation of the shock is identical by construction; see Forbes and
Rigobon (2002). Conditional probabilities suffer from exactly the same problem. Sometimes
the conditional probabilities increase not because the propagation is larger, but just because
the shocks during crisis times are larger.

Assume we were to estimate a simple regression of y; ; on y;; — which we know produces a bi-

10Tn this formulation the nuisance variables (z; and v;) are the unobservable factors. They can be normalized
to have a coefficient or loading of one on the first asset. Conversely, they could be normalized to have a variance
of one with the loadings on the shocks different from one for both assets.

10



ased estimate due to the omitted variable and endogeneity problems in the model. However, the
movements of the biases are interesting in several ways. The estimates during “normal” times
assume the absence of the “virus” — which is equivalent to assuming that v; = 0. Therefore,

the moments of the asset returns are

warlys) = o240
var(yiy) = o’ + 072]
covar(Yje, Yir) = aag

Therefore, if we were to estimate a regression of y;; on y; the estimated coefficient would be

2
Qo
2 2
o3 + 0;

0.2

€

2 2
o; + 0;

ﬁnormal

Notice that the OLS coefficient is biased downward by the relative importance of the common
shock and the idiosyncratic one.
Assume the virus appears. Hence, the two shocks are present. In this case, the moments

are

) 2 2
var(y;¢) = o0;+o0;+o0;
2 2, 2 2 2
var(y,;) = oo, +6%0,+o0,
_ 2 5 2
covar(Yji, Yir) = o, + 00
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The OLS coefficient is now

5 ao? + 602
crisis 2 B B
o; + 05+ 0°
2 2 2
o, + o o
:O‘+(5_O‘)20262_62 E2 2
O-Z+O-U+O-€ O-Z+O-’U+O-€

The propagation in crisis times is larger than the “normal-times” coefficient due to the second
term. We have assumed that § > «. On the other hand, the coefficient is still biased downward
due to the presence of idiosyncratic shocks. However, in percentage terms this bias is always
smaller because the noise-to-signal ratio is smaller in crisis times. If we assume that o2 > o2

and that § > « then

2 2 2
ao; + o0, oo,
21 52 1 52 2 2
O—Z + O—'U + 0-6 O—’U _l— 0-6

2

o
Berisis =~ 0 — 6U§T€U§

which is also biased. However, because o2 >> o2, the bias coming from the relative variances

in Berisis 1s smaller than in S,,,-ma (in percentage terms, or course).

This simple exercise highlights the underpinnings of our approach. Contagion creates a sig-
nificant difference in the §-coefficients that capture the relationship between bond-yield spread
changes in country y;+ vs country y;, on days with big spread changes compared to days with
small changes during the debt crisis. This will generate a nonlinearity in the OLS estimates. In
other words, conditional on a contagious event — meaning larger volatility and larger propaga-
tion — the biases in the simple OLS estimates differ between normal and contagious times. On
the other hand, if the coefficients are similar the propagation must be very similar as well. We
test for this difference in the S-coefficients and therefore in the nonlinearity of the relationship
between bond spread changes in country ¢ versus country j in at least three different ways.

The results of these tests allow us to answer our first question, i.e. how is shock transmission

12



different on days with big spread changes compared to small changes, the former occurring
mostly during the turmoil of the debt crisis. In other words, is there any presence of contagion?
Notice that we tests for non-linearities, and this can lead to contagion if the beta coefficients
are higher during turmoil times compared to a stable market phase. On the contrary, if the
beta coefficients go down, we can interpret this as an evidence of loss of interdependence across
markets, or, in other words, when dealing with the Euro sovereign bond spread, as an evidence
of disintegration.!!

The first way we test the difference is to use series estimators in the OLS formulation.
This is limited because it imposes a particular form of bias. Although limited, however, it
is quite intuitive. The presence of contagion could be associated with a convex relationship
between shocks in country j and changes in the bond spread in country 7. We thus consider a
linear regression of y;; on the level and powers of the explanatory y;;. The relevance of the
coefficients can here be verified from a statistical viewpoint as well as in economic terms. In
this framework, evidence of nonlinearity is associated with statistically significant coefficients
of the powers of the explanatory.'? Therefore, significant and positive coefficients linking the
powers of the explanatory to the dependent would be a symptom of contagion.

Our second procedure relies on quantile regressions (QR). In this case, the purpose is to
evaluate the linear coefficient 3 conditional on the different realizations of y;; and investigate

whether they are different among the different realizations of y;; (i.e. in the presence of large

UThe simplified model we adopt in this section is similar to Corsetti, Pericoli and Sbracia (2005). However,
in our model the presence of contagion is associated with a common factor that appears only during contagion
occurrences and whose propagation is higher than that of a first common factor. The model of Corsetti, Pericoli
and Sbracia (2005) describes interdependence by means of a single common factor. They also describe in
footnote (see footnote 9 and equation 6) a model equivalent to the one we adopt, but which is used under the
null of presence of a regional common factor affecting only one country. As a consequence, our approach, despite
being similar to Corsetti, Pericoli and Sbracia (2005) is more general and associates contagion to the higher
propagation of a shock during crises. A similar idea of contagion measured as a change in the exposure has been
proposed by Bekaert, Harvey and Ng (2005) and Bekaert, Ehrmann, Fratzscher and Mehl (2012). However,
their model is based on observed factors and therefore differs from our approach based on latent factors.

12\We might consider alternative forms of nonlinearity, such as step dummies capturing the additional impact
of large versus small values of the explanatory variable. In this alternative representation, nonlinearities are
associated with the significance of the coefficients related to the incremental impact of large/small values of x;.
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bond spread changes or small bond spread changes in country 7). This is a test that allows for
an unrestricted form of nonlinearity (conditional on the quantile, of course). This procedure,
once translated into a Bayesian framework, can deal with the heteroskedasticity in the data —
which is quite pervasive in general. The identification of nonlinearity in a QR framework is
rather different than in the OLS case. We stick for simplicity to the linear model regressing y; ,
on y,+, and forget for a second any discussion on the biases of the coefficients. When considering
QR, we model the quantiles of the conditional distribution of y;; given the knowledge of ;.
Moreover, the relationship between y; ; and y;, is estimated as a linear regression with Gaussian
innovation term, therefore the relationship for the quantiles are assumed to be linear. Precisely,

the quantiles will be:

Yiu (T) = Bor + Brryse + Fp 1 (7) (3)

where: 7 is the quantile of interest, y;; (7) is the 7-quantile of the conditional distribution of y; ;,
and F! (n,) is the unconditional quantile of the innovation density. Note that the coefficients
in the linear quantile model are quantile-dependent (i.e. they are 5y, and By, ).

When the model is truly linear for all realizations of y;; - i.e. the model is truly vy;; =
Bo + B1yj+ + n; for any quantiles of y;, - then the coefficients 8 - for &k = 0,1 will become
the same across quantiles (i.e. for example the 8 of the quantile 7 = 0.5, £ o5, will be equal
to the f; of the quantile 7 = 0.9, f19), and therefore constant and equal to ;. The only
element differing across the conditional quantiles of y; is given by F, (1) which varies with 7 by
construction. In fact when 7 is larger, the innovation intensity value 7, is larger by construction
because we select the larger values of the Gaussian distribution. In this case, the regression
lines estimated for the different quantiles will just be “parallel” lines, see Figure 1.

Evidence of contagion and therefore the presence of a different relationship between y; ;
and y;, (i.e. evidence of nonlinearity) are associated with changes in the coefficient 5y across

quantiles or, equivalently, with the observation of “non-parallel” lines for the different quantiles,

14



see Figure 2'3. Thus, by testing the stability of the QR coefficients across quantiles, we can
verify the linearity assumption, i.e. that the coefficients (3, , are the same across quantiles.
A symptom of contagion is thus now provided by an instability in the 8;, QR coefficients'4.
This feature means that the quantile approach allows us to test jointly the asymmetric linkage
among changes in bond spreads in response to large and small, positive and negative shocks,
this is an innovation in the contagious literature.

We perform both tests given that they have advantages and disadvantages. The OLS is
simple and intuitive, but it is the weakest one in terms of its ability to detect contagion or deal
with heteroskedasticity. The quantile regression is flexible in its assumption on nonlinearity,
and regarding the country in which the crisis starts, but its ability to detect contagion relies
exclusively on the different biases that might appear across quantiles. One advantage is that if

the coefficients are precisely estimated, the test can be quite powerful.!®

3 The Data

Each of the EMU countries issues, independently from other countries, short and long-term

debt, via Treasury bills and bonds respectively. The yields reflect an inflation risk, which

13When dealing with QR, a further relevant element is the correct specification of the model; that is, condi-
tional quantiles should not cross. The consequences are particularly severe when quantile-crossing happens for
quantiles close to the median, or in the middle of the support of the explanatory variable.

14Note that the QR provides a collection of linear quantiles. These are the quantiles of the conditional density
of y; + given y; ;. In a linear model, the conditional density of y; + remains Gaussian with a given variance and a
known mean relation between y; ; and x; irrespective of the value of y; ;. In contrast, in a QR framework, the
conditional density of y;+ given y;, might change across different values of y;,. Here, we do not observe the
mean relation between variables, but the quantiles of the conditional density. As a consequence, the conditional
density might have location, scale, symmetry, tails that change across values of y;; because the quantiles are
moving away from a linear model, that is, they are not “parallel”.

15Tn the appendix, we also report results for the test developed in Rigobon (2000), and used in Rigobon (2003),
called the DCC test that is specifically designed to deal with simultaneous equations and omitted variables when
there is heteroskedasticity in the data. The disadvantage of this procedure is that it needs information on the
origins of the crisis. In other words, in the case of the European crisis the test would be conditional on knowing
that the crisis started in Greece. The nonlinearity detected here refers to the change in the relation between
countries, verifying whether the transmission mechanism is stable during market turbulence. The point of view
is thus that of the information flow and the test allows us to look at the potential change in the information
flow when, for instance, markets are experiencing high volatility. In this framework, a symptom of contagion is
provided by the change in the transmission mechanism.

15



should be controlled by the ECB, and economic conditions and default risks, which are country-
specific and differ from one to another. This implies that several decisions should be taken
when comparing the cross-European bond market. We consider daily data for 5-year Euro-
denominated bond redemption yields for seven Eurozone countries: France, Germany, Greece,
Ireland, Italy, Portugal and Spain, plus the UK, which is not in the EMU. Therefore, our
sample considers periphery countries (Greece, Ireland, Portugal and Spain) and the four largest
economies in the European Community: France, Germany, Italy and the UK. We use the 5-year
maturity as a good and informative proxy for the default risk. The next decision is how to
compute a spread from a risk-free rate. We follow Beber, Brandt, and Kavajecz (2009) and
calculate the bond spreads relative to the 5-year swap rates because interest rate swaps are
commonly seen as providing the market participants’ preferred risk-free rate.'6

We collect data from Thomson-Reuters for the sample period from January 2003 to April
2013. Figure 3 shows the 5-year redemption yields for the eight countries; and Figures 4 and 5
show the bond spreads, the Euro and British pound swap rates, and the changes in bond spreads
mainly used in the analysis in this paper. There are large differences among the countries from
November 2008 onward. The bottom panel in Figure 4 indicates that the differences are not due
to swap rates. The UK spread is higher than all the EMU countries’ spread in the initial years
of our sample, but the swap rate is also higher there, resulting in very similar spreads. Then,
the yields of three periphery countries (Greece, Ireland, and Portugal) increase substantially
from the end of 2008 and explode in 2010. The Irish spread falls in the second part of 2011;
Portugal experiences a similar pattern from the beginning of 2012. The Greek spread does not
reconverge and only stops in spring 2012, when the European Union, ECB and International
Monetary Fund (IMF) bailout was implemented to restructure Greek debt.

Italy and Spain follow a different pattern, with yields very low until 2010, but experiencing

16 Another possible approach would be to use the yield-to-maturity of the German Bund. However, this
approach has the disadvantage that the bond spread on Germany has to be omitted from the analysis. Fur-
thermore, the benchmark role of Bunds may lead to the existence of a significant “convenience yield”.
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substantial increases relative to Germany and France from the summer of 2011 onward. The
Italian spread is larger than the Spanish one at the end of 2011, before both decline in the
first quarter of 2012, but again increases after that. Rates are more moderate in the last few
months of the sample, with the Spanish spread higher than the Italian one.

Economic conditions and political decisions can be linked to the fluctuations described
above. The introduction of the Euro in the late 1990s, and the replacement of local currency in
2002, harmonized Treasury yields in the EMU. The ECB succeeded in getting inflation under
control in all countries, resulting in lower yields. The first instability in the spreads is visible
from summer 2007 onward, and in particular during 2008 when the Great Financial Crisis
started in the US. However, a larger discrepancy emerged after Greece started to have issues
with its accounts and it was revealed that Greece had “played” the European Commission rule
by maintaining its Debt-to-GDP ratio below 60% artificially for several years. In May 2010,
the European Union and the IMF provided a bailout loan to Greece to help the government
pay its creditors; but it soon became apparent that this would not be enough and a second loan
was necessary. The agreement was difficult to reach. Greece experienced a large amount of
political uncertainty with several elections, and a debt restructuring was only agreed in 2012.

The focus of this paper is twofold. First is to investigate whether contagion among European
countries started with or after the Greek difficulties that were followed by large increases in
the Portuguese, Spanish and Italian spreads. The governments changed in all three countries
in 2011; new austerity measures were implemented across EMU; and ECB announced and
implemented a new non-standard measure, called the outright monetary transactions (OMT)
program, in September 2012, consisting of a bond-buying program for the different members
of the union. This program replaced the temporary Securities Markets Program (SMP), which
had covered bond purchases since May 2010, with substantially larger volumes since August
2011.

The second focus is the analysis of changes in the shock propagation between the period
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in which the Euro was introduced and the Treasury yields harmonized, and the period of the
debt crisis.

Such considerations suggest that we split our analysis into three different samples:
e 01-Jan-2003 to 29-Dec-2006.
e 01-Nov-2008 to 30-Nov-2011.
e 01-Dec-2011 to 30-Apr-2013.

The first sample is the calm and harmonization period, which we label the pre-crisis period.
The second refers to the turbulent times before the ECB announced the Long-Term Refinancing
Operations (LTRO), which we label as the crisis period. The third sample concentrates on the
main actions taken to resolve the Euro-crisis. It corresponds to the introduction of the ECB
LTRO program in December 2011, the restructuring of Greek debt, the Eurogroup summit of
29 June 2012 at which was decided to use the EFSF/ESM instruments in order to stabilize the
markets of all member states honoring all of their European commitments on schedule, and
Draghi’s announcement on 26 July 2012, at the Global Investment Conference in London, in
which he stated: “The ECB is ready to do whatever it takes to preserve the Euro. And believe
me, it will be enough!”. It also includes the introduction of the ECB’s OMT program and the
inconclusive Italian elections in February 2013. We label it the ECB intervention period.

Data from January 2007 to October 2008 are not considered in the main analysis so as to
exclude fluctuations related to the beginning of the Great Financial Crisis in the US.

We calculate daily changes in bond spreads and to support the choice of the three samples
considered from the statistical point of view we performed structural break tests on both the
individual series and on the stability of the cross-linkage (-coefficients. For the individual
series, after 2006, for every date we use as a break, we reject the null that there has been
not a structural break. For the cross-linkage beta coefficients (of which there 56) we find that

we largely reject the null hypothesis of no break in the period 2007-2008 and in November
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2011 supporting our decision to split the analysis into three samples and to exclude the period
2007-2008.17

Table 1 reports means, standard deviations minimum and maximum values for changes
in the bond spreads of the eight countries divided into the three samples described above.
It also gives the median values of the absolute changes in the bond spreads in basis points
(Median). The average values of the changes in the bond spreads range widely across countries
and samples. All the changes in the bond spreads are very small and close to zero in the first
sample (2003-2006); on the other hand, changes in the bond spreads increase substantially for
countries such as Greece, Portugal, Ireland, Italy and Spain in the second sample of 2008-
Nov2011. The recovery sample of 2011 to 2013 indicates a huge reduction in the bond spreads
for the non-core countries. In fact, the changes in the bond spread are, on average, negative for
Greece, Ireland, Italy, Portugal and Spain. The standard deviations as well as the differences
between the maximum and minimum values, indicate that the changes in bond spreads present
significant time-series variation. The last column in Table 1 suggests that the differences might
have large economic values.

Since we focus on the co-movement in the bond spreads among the different countries, in
addition to common changes attributable to a set of global common factors, we also consider the
changes in Euribor, the spread between Euribor and EONIA, and the risk appetite calculated
as the difference between the VSTOXX (volatility index for the EuroStoxx50) and the volatility
of the EuroStoxx50 obtained using a GARCH(1,1) model.

To provide some additional descriptive statistics, Table 2 reports the correlation matrix of
the daily changes in the bond spreads for the three samples. Table 2 shows, that while there is
clearly significant cross-sectional correlation in the changes of bond spreads, the correlations are
far from perfect and differ widely across the three samples. The correlations are relatively high

in the pre-crisis sample, among the EMU countries. They are largely lower in the crisis and

"The test performed is a standard Chow (1960) test for structural break, known as the “Structural Change
break”. The individual results of the tests are provided upon request.
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ECB intervention samples. The exceptions are Portugal-Ireland, whose correlation increases
in the period 2008-Nov2011 and then decreases, and Italy-Spain, whose correlation remains

almost the same across the three samples.

4 Methodology and Results

4.1 Nonparametric Inference

As an initial evaluation of the linearity and stability of the relationship across the bond spreads,
we consider a rolling evaluation of the linear correlation. We calculate the correlations among
changes in bond yield spreads by considering 60 observations, roughly equivalent to one quarter.

The top panel in Figure 6 plots rolling window correlations from January 2003 through
April 2013. Overall, we observe high correlation values between the changes in the bond
spreads, generally within the range from 0.5 to 0.9, up to the end of 2008, in line with the
unconditional correlation measure provided in Table 2. Some exceptions are provided by the
German correlations to other bond spread changes during the first quarter of 2005, which turn
out to be negative, and could be associated with the removal of government guarantees for
savings banks, see Gropp, Grundl and Guettler (2013). For the UK and Ireland we constantly
observe smaller values compared to the other countries. From September 2008, the overall
picture changes, and after a transient increase during that month, average correlations start to
decrease, eventually reaching a value around 0.2 (the actual overall average). Reading them
simply, these results provide evidence of a Euro-disintegration rather than contagion among
the different countries, in the period from 2009-2013.

Moreover, from a simple visual comparison between the pre-crisis period and the crisis period
it is clear that shock transmission in the Eurozone has changed significantly because of the US
crisis and the debt crisis, with, however, a significant reduction in the pairwise correlation from

0.7 to 0.2. The bottom panel in Figure 6 shows, however, that this huge reduction seems very
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heterogeneous.

We link this to these possible elements: the change in the transmission mechanism due to
the 2007-2008 event, the debt crisis of 2009-2013, and the inappropriateness of the linear cor-
relations for measuring the dependence across countries, as highlighted by Forbes and Rigobon
(2002), indicating that a simple inspection of the linear correlation coefficient might lead to
inappropriate conclusions due to the presence of heteroskedasticity. Indeed, we know that, since
September 2008, the overall market volatility has increased.

Yet, the adjustment proposed in Forbes and Rigobon (2002) cannot be used in this case.
The primary reason is that such an adjustment requires us to know the source of the increase
in volatility. For instance, we know that the 1994 Tequila Crisis originated in Mexico and
therefore the proposed adjustment can be implemented. During the European sovereign debt
crisis, several countries have been in crisis. This renders the correlation measures uninformative
of the degree of co-movement in the data.

In summary, even if the use of short windows for the correlation analysis is aimed at compar-
ing "normal” and ”contagion” periods, this analysis highlights the difficulties of investigating
comovements and disentangling the effects between large and small shocks (i.e. to provide
an answer to our first question in this paper) and between periods (i.e. before and after the

sovereign crisis, the second question we aim to investigate in this paper).

4.2 Drawing Inference using Linear Regression Models

To deal with the problem that arises from the heteroskedasticity in the data, and the bias
it produces in the correlation measures, a very rough and simple method is to estimate the
relationship using projection methods, i.e. performing a linear OLS regression of y;; on the
level and powers of the explanatory v, as described in the previous section. In this setting, we
verify the existence of nonlinearities, and thus search for symptoms of contagion, by studying

the significance of the coefficients of nonlinear linkages, such as the second- and third-order

21



terms, as well as linear linkages.

To investigate the nonlinearity in the relationship between the changes in the bond spreads
of any two countries, we first consider the simple linear model and then test the null hypothesis
of linearity using a simple diagnostic procedure. More formally, we first estimate a linear

regression with GARCH(1,1) as the baseline model:

Yie = Bijo+ Bijayje+ %{thq + 0ij1€ijt (4)
™~ D) 5)
O-zzj,t = b0+ 91;‘,1633-,15_1 + eij’QU?j’t_l (6)

where ¢ and j are the two country identifiers, and X;_; is a vector of lagged covariates that
includes changes in Euribor, the spread between Euribor and EONIA, and the risk appetite
calculated as the difference between the VSTOXX and the GARCH(1,1) volatility of the Eu-
roStoxx50 index, e;;;—1 = 0ij4€i4."> Moreover, the parameters in the GARCH equation (6)
must satisfy the constraints leading to variance positivity and covariance stationarity, namely
bij0 > 0,051 >0,0;;0>0,and , 6;;1+60;;2 < 1. The parameters in equation (4) are estimated
using quasi-maximum likelihood with robust standard errors. In the rest of the section, we
drop the subscript ¢ for the sake of brevity.

We consider a reduced-form approach since we do not impose a priori a specific transmission
channel for shocks. Therefore, our estimated equations always involve the bond spreads of only

two countries, y;; and y;;. The null hypothesis of linearity is tested by using the following

18We repeated the same analysis using as covariates the variables adopted by Ang and Longstaff (2011), i.e.
the daily returns of the DAX index, the daily change in the 5-year constant maturity Euro swap rate, the daily
change in the VSTOXX volatility index, the daily change in the European ITraxx Index of CDS spreads, the
daily change in the CDS contract for Japan, China, and for the CDX Emerging Market (CDX EM) Index of
sovereign CDS spreads. The data for these variables were all obtained from the Bloomberg system. The results,
again, were unchanged.
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extended model:

p
Yir = Bo+ By + 7 X1 + Z B (yj0) + 0uey (7)
1=2
g™ ~ D(0,1) (8)

where linearity is associated with the null hypothesis Hy : 5 = 0 VI = 2,...p. Given the
presence of the GARCH term, we evaluate the null hypothesis using a likelihood ratio test.

Tables 3-5 show that the coefficients of the powers in equation (7), if singularly considered,
are statistically significant in many cases but with a negative sign. Specifically, S and f3
(i.e. the coefficients of the square and cubic terms) are statistically significant, respectively, in
43 and 45 cases out of 56 during the 2003-2006 period. Their relevance is weaker from 2008
onward: they are significant in 25 cases out of 56 from November 2008 to November 2011;
from December 2011 to April 2013, [ is statistically significant in 11 cases only, f3 in 13.
Moreover, jointly testing their significance shows evidence of their relevance in 49 out of 56
cases for 2003-2006, 25 out of 56 in the range from November 2008 to November 2011, and only
13 for the period December 2011 to April 2013. Those results suggest that there is evidence of
nonlinearity, and that it is stronger during the low-volatility period ranging from 2003 to 2006.
In contrast, during the crisis, the evidence of nonlinearity weaken and is at a minimum during
the ECB intervention period.

However, if we compare the impact from the linear term to the coefficients associated with
the squared and cubed changes used to explain the bond spread variation, we note that the
coefficients are extremely small and sometimes negative, indicating a concave relationship rather
than a convex one. This trait is common across countries, and is not associated with a specific
dependent country nor on the country where the bond spread movements originated. More

specifically, if we calculate the economic relevance of the coefficients by multiplying them by
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the squared and cubic values of the median of the absolute bond spreads for country j reported
in Table 6 for the period from 2008 to November 2011, we see that the economic impact of the
nonlinearity is extremely small. A similar result is observed for the other subsamples.?

We thus face some evidence of nonlinearity albeit with a limited economic impact. The
possible sources of this behavior might lie in the inappropriateness of the linear specification
and in the fact that such regressions might be subject to omitted variable or simultaneous
equations biases. The biases are nonlinear functions of the conditional volatility and can be
mistakenly interpreted as evidence of nonlinearities when not properly corrected for. These
issues will be dealt with below. Thus far, however, whatever evidence of nonlinearity we do
find implies a very small effect and the presence of a negative coefficient, more in the direction of
a weaking of the relationships between countries, rather than contagion. In any case, in order to
cope with the potential impact of endogeneity biases, in the robustness section we estimate the
model in equation (7) with instrumental variables (excluding the GARCH term). Our results
are further confirmed; there is even weaker evidence of nonlinearities once the parameters are
estimated with an endogeneity-robust method.?’

The weakness of the linear and nonlinear specifications also might mask parameter instabil-
ity that occurs at the extreme realizations of the distribution. During large market movements,
the linkages between the changes in the bond spreads of the selected European countries might
not follow a linear relationship. In fact, during flight-to-quality episodes, large movements in
cross-country dependence might drop, while during contagion events this dependency would be
expected to increase. We thus address the problem from a different technical viewpoint and
consider QR between changes in the bond spreads of any two countries.

However, the above discussion is largely based on a simple comparison among the estimated
coefficients for single subsamples. To complete the analysis and further support our choice of

single-period analysis, we perform a structural break analysis. Our aim is to verify that the

9The tables for the other subsamples are included in the appendix.
20For additional details and comments see the robustness section.
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relations across sovereign bonds have really suffered a change in their structural relations across
periods, rather than within periods. To that purpose we perform a standard Chow-type test
for structural break on the coefficient ; in the linear relation (7). The test performed comes
from a model without GARCH terms in the residuals, but we consider standard errors robust
to the presence of heteroskedasticity. Furthermore, to obtain a clearer picture, we run the test
on a rolling window of four years, testing for a break occurring after the end of the second year.
We roll over the test sample with a monthly step (roughly 22 days). The test is performed on
all asset pairs, obtaining 56 sequences of test outcomes as a result. Figure 7 reports the time
series of the median p-value and of the first and third quartiles (quantiles are computed across
the 56 tests). We can clearly see that the hypothesis of a structural break starts being widely
accepted in the second half of 2007, and peaks at the end of 2008 - and at beginning of 2009.
Clearly, some heterogeneity across countries is present, mostly because some countries (e.g. the
UK) faces a structural break earlier, and others, like Italy and Spain, later.

However, the graph shows a relevant pattern supporting our initial claim, that a break
occurred in the second half of 2008. As a result, the previous analysis results are not influenced
by changes in structural relations, and differences in the coefficients estimated on separate

subsamples can differ.

4.3 Quantile Regressions

Quantile regressions offer a systematic strategy for examining how variables influence the lo-
cation, scale, and shape of the entire response distribution and therefore allow us to measure
shifts in the propagation intensity when large shocks occur. As described in the section above,
the advantage is that quantile regressions are a particularly efficient way to estimate a linear
relationship that varies across quantiles and therefore to detect the presence of interdependence
asymmetries in the data.

Starting from the linear model in equation (4), our purpose is to verify whether the f—coefficient
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is changing across quantiles of the dependent variable y;;.2! As the parameters differ across
quantiles, the overall model is highly nonlinear, i.e. the . would differ across quantiles. The

quantile regression parameters are estimated by solving the following minimization problem:

T
ming. Z Pr (yi,t — Bijo — BijaYt — ’YZ{thA) (10)

t=1

where p, (a) is the check function for quantile 7 of the dependent variable y;. This function is
defined as p, (a) = a x (1 — I (a < 0)). Moreover, we collect all quantile-dependent parameters
in the set ©, = {fo., B1.r,7.}, where again, the subscripts ¢ and j are dropped for the sake of
brevity.

The minimization of equation (10) leads to the estimation of the 7 quantile for y;,. This
specific quantile depends linearly on y;, and X, _;, and is thus conditioned to the evolution of

the covariates and of the y;. The conditional quantile is denoted as
Uir (T) = Bor + Brryje + :Y\/Tthl (11)

where @T = { Bo,n BLT, ’yAT’} are the 7 quantile estimates of the model parameters.?? For details
on QR see Koenker (2005).

The most relevant coefficient in our analysis is BLT, which represents the coefficient of the
propagation of shocks from the change in the bond spreads of country j to the change in the
bond spreads of country ¢, conditional on other information in X, and at a certain quantile 7
of the dependent variable.

To analyse the link between the changes in the bond spreads, we estimate the quantile

regressions in equation (10) across each pair of bond spread variables, also conditioning on the

21'We stress that the coefficient 8; in equation (4) represents the link between the dependent variable y; ; and
the explanatory v, and thus represents the impact on country 7 of shocks that originated in country j

22To simplify the notation, and following the standard practice for representing quantile regression outputs,
the parameter 3 , includes also the 7 quantile of the innovation density.
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lagged exogenous variables used in equation (4).?* Given the estimates, we perform two evalua-
tions: first, we graphically analyze the variation in the coefficient 3; ; across different quantiles;
second, we run the test for quantile stability to verify that the coefficients are statistically stable
across quantiles.

Figures 8-9 report the values of the 3; . coefficient across different quantile levels for selected
countries and subsamples. Note that each panel is obtained from a different quantile regres-
sion (we are thus not considering system estimation, or the estimation of quantile regressions
with several bond spreads as explanatory variables). Furthermore, the panels report the 95%
confidence intervals (red lines) obtained with the Markov Chain Marginal Bootstrap method of
Kocherginsky, He, and Mu (2005). In drawing the graphs we evaluated the quantile regression
for the following quantiles: 7 = 0.01, 0.02, 0.03, 0.04, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8,
0.9, 0.95, 0.96, 0.97, 0.98, 0.99.

From a global evaluation of all the figures (including those presented in the appendix), two
common features emerge. At first, the coefficients are almost flat across quantiles, suggesting
that the dependence between the movements of any two bond spreads does not change as a
function of the size and sign of the movements. In particular, the values of BLT around the
median change in the bond spread (for example 7 = 0.50) are very similar to those in the
extreme quantiles (7 = 0.95 or 7 = 0.99).

This indicates that the hypothesis of contagion is barely acceptable (as we will see later
on from the formal test). Instead, there is strong evidence of linearity in the propagation of
shocks among the bond spreads of the different countries, i.e. the linkages among the different
countries are the same whether we are looking at normal or turbulent times.?*

Secondly, as expected, the dispersion of each quantile regression coefficient is much larger

23The introduction of the covariates allows us to control for the impact of common information. Lagged bond
changes are not included since we believe that the past information is either already included in the actual bond
spread or conveyed by the covariates.

24Such a result suggests also that the use of linear models to capture the linkages among the different countries
is appropriate.
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for extreme quantiles (below 0.1 and above 0.9). This is associated with the smaller number of
events falling in those quantiles. Furthermore, the impact is always statistically significant, as
the 95% confidence intervals do not include zero.

Third, surprisingly, there is evidence during the pre-crisis period of 2003-2006 that, in
presence of large changes (positive or negative), the relationship will be lower, i.e. the values of
BLT for 7 = 0.01, 0.02, 0.03, 0.04, 0.05 and 7 = 0.95, 0.96, 0.97, 0.98, 0.99 are lower values than
for the median quantiles and this is true not only for the relationship between core countries
and peripheral countries but also for core versus core or peripheral versus peripheral (we report
results for the impact of Greece to France, France to Germany, Ireland and Italy, Spain to
Italy and Italy to Spain, but we obtained similar results for the relationships between various
combinations of core and peripheral countries for the various combinations).

In the other two subsamples we considered, 2008-Nov2011 and Dec2011-Apr2013, the re-
duction of the BLT in the extreme quantiles compared to the median one is less relevant and in
general we observe a huge reduction in all of the B\LT in those two samples compared to those
observed for 2003-2006.

In this study, the most interesting equivalence occurs across the upper quantiles and can
easily be tested.

Tables 7-9 report the tests for equivalence across quantiles for the following three null
hypotheses: Hy : 30.90 = 30.95 = 30.99, Hoy : 30.99 = 30.95 = 30.5, and Hog3 : 30.95 = 30.90 = Bo.5~
The tables refer to the periods from January 2003 to December 2006, from November 2008 to
November 2011, and from December 2011 to April 2013. Additional tables are reported in the
appendix.

Notice that the test focuses on the bond spread coefficients only, thus excluding the impact
of the control covariates. The Wald test statistic has a Chi-square density with two degrees
of freedom (two restrictions are tested in all cases). Notably, in almost all the cases, the tests

suggest the validity of the null hypothesis. We observe rejections of the null from 2003 to
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2006, in particular when comparing to the median (19 rejections for Hyo and 17 for Hy 3 at 1%
level).?>, while the other periods the rejections are very few (with a maximum of 4 for Hp3 in
2008-Nov2011 at 1% level)

The large number of rejections during the pre-crisis period are well represented by the
pattern we described earlier in Figures 8-9: in the presence of large shocks in one country, its
relationship with the other countries will become weaker!

The few rejections we find for the second crisis period are related to the impact of France
to Germany, Italy to Spain, and France and Germany to Greece but in none of these cases
there is a significant increase in the S—coefficient, see Figures 8-9 and Figures reported in the
Appendix; instead in all the four cases there is a significant reduction not an increase in the
[ —coefficient.

The reduction in the coefficient of the impact of Italy to Spain indicates that when Spain is
facing large changes in the bond yield spread the linkage with Italy is not very strong and this
could be due to the fact that Spain started to have difficulties before Italy did and therefore
the linkages between the two countries started to decrease when Spain faced the main shocks;
the same applies to Greece-Germany and Greece-France.

The more interesting result is that of France versus Germany. Larger shocks in France are
associated with lower linkages with Germany. Interestingly, we do not find the same effect from
Germany to France. This means that large and small shocks in Germany are transmitted with
the same intensity to France, but the opposite is not true. Moreover, as the figures show, the
confidence intervals are very large on the extreme quantiles indicating the large uncertainty on
the relationship. One aspect that we have not considered, however, is the possibility that the
quantile regressions could be affected by the presence of heteroskedasticity. We explore this
topic in the following section that accounts for heteroskedasticity in the quantile regression.

The tests thus suggest that the interdependence across the changes in the bond spreads

25We recall that the total number of equations is 56.
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does not vary in its slope across the upper quantiles. Equivalently, we have a strong evidences
of similar B\LT values across quantiles, in particular during the crisis period.

Therefore, to answer our first question, in line with our definition of contagion our results
suggest that there is no presence of contagion in the sample periods considered, and that shock
transmission does not differ on days with large spread changes compared to those with small
changes. This result applies to all three periods considered, that is, during the turmoil of the
debt crisis as well. We do not find relevant difference between our comparison for core versus
non-core countries and non-core countries versus non-core countries.

Having performed a structural break test and shown that the relationships in the bond
spreads among European countries are stable in each period, we can now also attempt to address
the second question of this paper: how shock transmission in the Eurozone has changed over
the three periods. Comparing the coefficients we have estimated for the different countries,
it seems that the results suggest the presence of a strong reduction in the interrelationship
between the Euro countries.

To provide an idea of the change in the relationship among the eight countries, we consider
a directed relationship network that plots the intensity of the relationships in the three samples,
see Figures 10-12. The thickness of each arrow represents the level of the S—coefficients. Given
that we do not find significant differences among the quantiles (the only exception is France
versus Germany), we calibrate the intensity using the S—coefficients estimated for the median
quantile. The algorithm used for the network graphs automatically posts at the center those
countries that are strongly connected with the others. Black and thick lines indicate coefficients
above 0.75, the Red lines indicates connections between 0.75 and 0.5 and Blue lines connections
below 0.5. The graphical representation of the network of relationships among the seven EMU
countries and the UK is astonishing and represents the change from a smoothly integration
among the EMU countries in the first sample and the loss of integration in the second and

third periods.
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In particular, the network representation for the sample period of 2003-2006 indicates that
there is no hub, but the network structure shows a strong relationship among the seven Euro
countries, and a less intense relationship with the UK. It is striking how homogeneous is the
intensity of the relationship among the seven Euro countries, indicating that the market for
sovereign debt considered these bonds to be substitutes, and that the adjustment of the bond
yield spread in one country generated an instantaneous adjustment in the bond spread of
another.

The structure is completely different in the sample period 2008-Nov2011, during which the
intensity of the interrelationship is no longer homogeneous among the seven Euro countries.
Figure 12 depicts a hub-and-spoke network structure, with Italy is the hub of the network
relationships. There is evidence of significant relationships among the peripheral countries but
of a lower intensity than in the previous sample, indicating a reduction in the intensity of the
shock transmission during the debt crisis. This is even more relevant for Germany and the UK,
where the intensity of the relationship is much lower than in the previous sample considered
(Orange lines indicate connections between 0.1 and 0.25). There is also evidence of asymmetry
in the intensity of the transmission: changes in the bond yield spread of France are transmitted
with an almost one-to-one intensity (0.96) to Spain, while changes in the spread of Spain are
transmitted to France with an intensity equal to 0.22. That is, an increase in the bond yields
of Spain of 10bp corresponds to an increase of the bond yield of France of 2.2bp. For Germany,
this asymmetry is even stronger. Shocks in Germany are transmitted (with different intensity)
to all the other countries; but the only countries that significantly affect Germany are France
(0.76) and the UK (0.13).

This indicates that in the period 2008-Nov2011 the market for sovereign debt started to
distinguish between these bonds that are no longer substitutes, so that an adjustments of the
bond yield spread in one country generate a significantly lower-intensity adjustment in the

bond spread in another country, indicating a significant loss of integration among the bond
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yield spreads.

This reduction is even more significant for the third sample, with, again, in general, a strong
reduction in their interrelationships, and the only evidence of strong (compared to others)
relationships among France, Italy and Spain.?® The evidence of disintegration is well depicted
by the network graph, with Germany and the UK showing evidence of a flight-to-quality effect,
i.e. the transmission coefficients are negative and significant with respect to Italy, Portugal and
Spain (Green lines indicates coefficients below -0.25).

To summarize, in this subsection, we have found that the relationships across the quantiles
are remarkably stable: sovereign risk propagation is largely a linear phenomenon, i.e. we are not
able to find significant evidence of contagion among European sovereign risks for the samples
considered. A comparison of the different sample periods considered indicates that sovereign
risk propagation intensity is lower rather than higher for the most recent period compare to
the pre-crisis period of 2003-2006. In other words, rather than generating contagion, the recent
sovereign debt crisis has generated “Euro-disintegration”, i.e. sovereign debt changes in the
countries that belong to the Euro-area are less related to one other, and shock transmission,
even if still present, is of a lower intensity than during the period 2003-2006.

The network analysis shows relevant differences between the coefficients of the shock trans-
missions among the EMU countries and between them and the UK but we cannot claim that
these coefficients are statistically different. In the previous subsection we tested for the presence
of structural breaks in the linear regression framework. Here, we perform a similar analysis
focusing on quantile regressions. As in the linear regression case, we test for structural breaks
on a single coefficient, that captures the relation between any two changes in bond spreads.
We obtain estimates on four year rolling window with one month step, testing for a change in

the coefficients occurring at the end of the second year. However, to simplify the computation

26In this representation, we have excluded Greece in this sample period because data on its bond spread are
only available up to March 2012.
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of the test statistic, we consider the following specification of the conditional quantile:

Uit (T) = Bor + Brryjs + 01,yjeds + :Y\’TXt—l (12)

where d; is a step dummy assuming unit value after the break date, and 3 denotes the estimated
coefficients of the parameter 8. In this framework, a change in the § coefficient is equivalent
to a statistically significant ¢ coefficient. In fact, before the break date, the relation between
the two changes in the bond spreads is monitored by the § value, while after the break date,
the relation comes from 4 6. We thus verify the statistical significance of the § and also its
stability across quantiles. That is, for a given break date we check that ¢, is constant across
different values of 7. Summary results of the test are reported in Figure 13. In the first panel we
report, for different quantiles, the average p-value for the test of significance on the coefficient
0. The results are consistent with those reported in the linear regression case and support the
existence of a break in 2008. The second panel is just a confirmation of that result, showing
that the break-related coefficient 0, is, in most cases, stable across quantiles, and also add
further support to the findings of linearity.

It is quite surprising that the Euro disintegration started in October 2008 and not after
the Greece crisis of 2009. This result indicates that the evidences of disintegration across
Eurozone economies is due to the change in the market perception of the synchronization of
those economies. Such a modification was originated by the US crises and lead to a divergence
across the Eurozone economies, and to the fiscal crises of 2010.%7

One aspect that we have not considered, however, is the possibility that the quantile regres-

sions could be affected by the presence of heteroskedasticity. As mentioned above, we explore

2TA simple analysis of the Repo rates observed across different sovereign bonds in the sample 2003-2013
confirms our intuition. We observe that the various rates were very similar up to September 2008. From
October 2008, a recurrent date in our structural break exercise, there is a clear change in the picture, with a
divergence across rates that has not yet recovered up to mid 2013. Moreover, cross country exposures among
financial institutions has been reduced from 2009 to 2011 as shown by Brutti and Saure’(2013) using the results
provided by BIS reporting.

33



this topic in the following section.

4.4 Bayesian Quantiles with Heteroskedasticity

The absence of variability across the quantiles suggests a linear interdependence across large
changes in the bond spreads. This difference might be due to the absence of the GARCH
component in the quantile regressions used in the previous subsection. Indeed, the contagious
event described in Section 2 could introduce heteroskedasticity over time, with higher volatility
in crisis periods than normal times, see equation (1). However, it might also introduce het-
eroskedasticity across quantiles, especially at low and high quantile levels, where the volatility
might be more sensitive to the contagion term.

As mentioned before, QR analysis offers a systematic strategy for examining how the ex-
planatory variables influence the location, scale, and shape of the entire response distribution.
Such methodologies can account for time-varying effects (over time and across quantiles). How-
ever, when such effects are not explicitly modeled in the quantile regression, bias, or at the least
inefficiencies, may occur and incorrect conclusions may result. Again, this will occur at low and
high quantile levels especially, where dynamic changes may be largely influenced by changes in
volatility. Therefore, as in Hiemstra and Jones (1994), Koenker and Zhao (1996), and Chen,
Gerlack, and Wei (2009), we allow for heteroskedasticity in equation (10).

The changes in the bond spreads are assumed to follow a linear model with heteroskedasticity
as described in equation (4), where the time-varying conditional variance 0%7t is modeled as a
GARCH(1,1) specifications. Following Chen, Gerlack, and Wei (2009), the quantile effect is
estimated using an extension of the usual criterion function in equation (10) and minimizes the

following logical quantile criterion function:

T /
r (Wit — Bijo — BijaYie — Vi Xiw
mine. .. Z (p (y + — Bijo — Bijalie — Vi X 1) + lOg(Uij,t(T))> (13)

P 0ij(T)

34



where 0;;,(7) is the residual time-varying standard deviation computed using quantile 7 esti-
mates of the parameters ©, = {8y, b1+, 7.} and o, = {6ij0.,0ij1,7,0ij2-}. For the sake of
notational simplicity the index 7 has been omitted in the following paragraphs. The extra
logarithmic term in this expression ensures that the parameters o do not converge to infinity.
See Xiao and Koenker (2009) for an alternative criterion function. The volatility parameters «
and the causal effect parameters © are estimated simultaneously, resulting in a vector of param-
cters O, = (@T, ézT> with 7 subscript identifying the reference quantile. We choose a Bayesian
approach to estimate the parameters because we believe this method has several advantages
including: (i) accounting for parameter uncertainty through the simultaneous inference of all
model parameters; (ii) exact inferences for finite samples; (iii) efficient and flexible handling of
complex model situations and non-standard parameters; and (iv) efficient and valid inference
under parameter constraints.

Bayesian inference requires the specification of prior distributions. We chose weak unin-
formative priors to allow the data to dominate inference. As it is the standard approach, we
assume a normal prior for ©, ~ N(9,,X). 6, is set equal to the frequentist estimates of
model (10); and X is chosen to be a matrix with sufficiently “large” but finite numbers on
the diagonal. The volatility parameters «, follow a jointly uniform prior, p(a,) o I(S), con-
strained by the set S that is chosen to ensure covariance stationarity and variance positivity, as
in the frequentist case. These are sufficient conditions to ensure that the conditional variance
is strictly positive. See Nelson and Cao (1992) for a discussion of sufficient and necessary con-
ditions on GARCH coefficients. Such restrictions reduce the role of the extra logarithmic term
in equation (13).

The model is estimated using the Metropolis-within-Gibbs MCMC algorithms. Similarly
to Chen, Gerlack, and Wei (2009), we combine Gibbs sampling steps with a random walk
Metropolis-Hastings (MH) algorithm to draw the GARCH parameters (see Vrontos, Dellapor-

tas, and Politis (2000) and So, Chen, and Chen (2005)). To speed the convergence and allow an
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optimal mixing, we employ an adaptive MH-MCMC algorithm that combines a random walk
Metropolis (RW-M) and an independent kernel (IK)MH algorithm; see appendix for estimation
details.

The parameter estimates accounting for heteroskedasticity are, in most of the cases, very
similar to the results of the quantile regression presented in the previous section, where het-
eroskedasticity was not taken into account. Figures 14-15 report the values of the 3, , coefficient
across different quantile levels for selected countries and subsamples as in Figures 8-9; the re-
sults for all countries and samples are reported in the appendix.?® The uncertainty is in most
of the cases lower and the confidence intervals are smaller than those estimated in the previous
section, particularly for smaller and larger quantiles, see for example the case Germany versus
France.? The median values are very similar to those in the previous analysis and linearity
cannot be rejected in most case. The few exceptions are the four cases identified previously as
significant changes but with a reduction of the beta coefficients, confirming the same finding
in the previous section regarding the impact of France to Germany, Italy to Spain, France and
Germany to Greece.

The main differences are for the impact of Spain to Italy and France to Italy and Ireland.
Allowing for heteroskedasticity in fact produces more precise quantile estimates, above all in
the tails, signaling contagion evidence in this relationship that standard QR cannot find. The
results indicate that the presence of contagion could be related only to the impact of Spain
to Italy (and not vice versa). Therefore, the large shocks that Spain experienced in 2011
transmitted with an amplified magnitude to Italy relative to previous years, but the large
shocks that Italy experienced in the same year did not imply a similar mechanism for Spain,
but actually the opposite. Nevertheless, this is consistent with the theoretical model outlined

in Section 2, where the contagion might be observed in just one country, the one with shocks

280ur results are robust to different prior values, including priors centred around frequentist estimates with
very small variance.

29Figures 8-9 and 14-15 have the same scale, and the plots of quantiles in the latter one are often overlapping,
indicating that the magnitude of the uncertainty is smaller in that case.
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from the contagious factor transmitted at higher intensity (parameters satisfy 6 > 1 and § > «
in equation (1)). Similar results are found for the relation between France-Ireland and France-
Italy. 3° All these findings indicate that there is no evidence of contagion from peripheral
countries to core countries and among peripheral countries the only evidence of contagion is
from Spain to Italy. On the other side the data indicates that potential evidence of contagion
arises from the core country France and it may generate significant contagion effects to Ireland
and Italy, but not to the other countries. As described in Section 2, this indicate that there
are other factors (could be panic or other) that generate a stronger effect on the relationship
among the yield spread of the different countries as shown in figure 2.

To sum up, the relationships are confirmed to be remarkably stable and linear across quan-
tiles for almost all the cross-linkages considered.?!

Finally, figures for the last sample, Dec2011-2013 confirms evidence of no-contagion, but
rather linkages are weaker and the disintegration of the Euro has not fully stopped despite the
ECB intervention.

As we did in the previous subsection, we investigate the presence of breaks in the 5 parameter
of equation (13). Similarly to what we did for equation (12), we add a step dummy assuming
unit value after the step date at the end of the second year, and estimate the parameter 31,7
on a four-year rolling window with a one-month increment at each new estimation. We obtain

posterior densities of 3\1,7 over the different rolling windows, for the different 7 quantiles, and the

30Furthermore, results in appendix indicate that the linkage from Germany to Portugal and from UK to
Portugal also increases, but only at 99% quantile.

31Despite the certainty that a structural break occurred in 2008, we perform exactly the same exercise over
the entire sample, 2003-2011. We do not find a linear relationship: for smaller and larger quantiles, in most
of the cases, we reject the notion that the coefficients are the same. As we would expect when allowing for
heteroscedasticity, the differences among quantiles are larger for the Bayesian estimates. The pattern, especially
for the Bayesian coeflicients, follows a bell-shaped profile that confirms the results we obtain for the two different
subsamples: on the tail the coefficients are lower and assume values similar to the post-Lehman period, and for
the middle quantiles values are higher and similar to those in the pre-crisis period. This is particularly evident
for the coeflicients associated with Greece, Ireland, Italy, Portugal, and Spain, whereas France’s relationships
with Germany and the UK are more stable over time, such as we also find in the analysis of the subperiods.
This result is encouraging because it clearly indicates that the (Bayesian) methodology has enough power to
reject certain samples.
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56 cross-country comparisons we study, and we infer whether zero is in the credibility interval
for different quantiles.

For most of the countries, we find that zero is not in the credible interval of the posterior
for 3\177 when the step-up is assumed to be in the last quarter of 2008, and particularly for
values of 7 closer to 1. The coefficient is often estimated to be negative, confirming previous
evidence that the sovereign risk propagation intensity is lower rather than higher after 2008.
Anticipating or postponing the step dummy moves the posterior estimates toward zero.

A further element that we have not discussed so far, is the possible impact of endogeneity
issues in the quantile regression framework. However, it is likely that the simultaneity bias
will affect QR coefficients in the same manner across quantiles. As a consequence, since we
are not interested in analyzing the point values of the coefficients, but rather in testing their
equivalence, the presence of a bias will not affect the power of the test greatly. Nevertheless, in
order to cope with this issue, in the next section dedicated to robustness, and in particular in
the appendix, we summarize the results obtained with a QR instrumental variable estimator

and a test for parameter stability with omitted variables and simultaneous equations.

5 Robustness Analysis

In order to verify the results reported above, we run a number of checks. In particular, we
consider additional subsamples, precisely 2008-2012 and 2008-2013, and different estimation
methods for both the generalized linear regression model of (7) and for the QR. The results in
the appendix reported in the previous sections are confirmed.

We also run the same analyses for the changes in countries” CDS for the last two subsamples.
Reliable CDS data are in fact not available before 2007 for all countries. However, the analysis
confirms the results we obtained with the bond yield spreads and the estimated coefficients
are very similar. Exeptions are Greece and Portugal that highlights an increase of the linkage

with the other countries considered above the 95th percentile. Since we do not find the same
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evidence for bond data, this result could be related to liquidity issues that may have affected
the CDS market when Greece and Portugal are facing large shocks.

We use a different approach to evaluate the possible presence of nonlinearities in the relation-
ship across bond spreads: the exceedence correlation measures proposed by Longin and Solnik
(2001). Even with this different methodology we find a reduction in the exceedence correlation
coefficients from the 2003-2006 sample and to 2008-2011 and 2011-2013 samples. During the
debt crisis the tails show evidence of a reduction of the exceedence correlation rather than an
increase. However, this methodology has the drawback of being bias by heteroschedasticity and
this may explain the reduction of the exceedence correlations in the tails.

Finally, we apply two tests for parameter stability under omitted variables in the appendix.
More specifically, we use the approach proposed by Rigobon (2003) who proposes a solution to
the identification in simultaneous equation models based on the heteroskedasticity observed in
the data. Moreover, we perform a quantile regression where parameters have been estimated
with instrumental variables. Both exercises indicate that the answers we provide to our two
main questions - the presence of contagion and changes in the shock transmission between the

sample periods - are robust.

6 Discussion

Recent European events have spurred a new discussion of contagion. In previous crises, the
US in 1987, Mexico in 1994, Thailand in 1997, Russia in 1998, the US again in 2001, etc.,
it was relatively clear who was the “culprit” generating the crises. This is not the case in
Europe. Several countries on the periphery entered a fiscal crisis at roughly the same time and
therefore several of the techniques that exist in the contagion literature are inadequate to deal
with the European situation. The purpose of this paper is to offer an assessment of contagion
risk based on quantile regressions that account for the possibility of heteroskedasticity when

extreme events occur.
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The paper offers two main contributions: methodological and empirical. From the method-
ological point of view, the paper has developed a procedure to evaluate financial contagion
based on quantile regressions when contagion is defined as a change in the propagation mecha-
nisms of shocks across countries or industries. The quantile regression allows us to evaluate the
asymmetries in the response to shocks, between large and small, and positive and negative. In
other words, a crisis, which is generally associated with large and positive shocks in the bond
yield spread, can be compared to normal times - that exhibit small shocks, closer to zero.

The second contribution is empirical. We evaluate contagion within the Eurozone from
2003 to 2013. We split the sample into three parts: pre-crisis, crisis, and ECB intervention.
We find that the transmission mechanism is constant between the crisis period 2008-Nov2011
and the ECB intervention of Dec2011-Apr2013. The only exceptions among the 56 cross-
linkages beta is the impact of Spain to Italy and France to Italy and Ireland, where we observe
evidence of contagion in the period 2008-Nov2011, but in the sample Dec2011-Apr2013 this
evidence of contagion disappears possible following the ECB intervention. In the analysis
we performed about changes through time of the intensity of linkages among countries we
find, nevertheless, that the coefficients actually drop rather than increase after the US crisis
suggesting that the linkage within the Eurozone countries falls during this time. These two
results are surprising when compared to the ongoing discussion. They are consistent, however,
with a simple explanation that the US crisis changed market perceptions on the degree of
synchronization between Eurozone economies, and the fiscal crises of 2010 were a consequence
of this divergence. This result is confirmed by the divergence observed in Repo rates among
the Euro countries from October 2008. On top of this cross country exposures among financial
institutions has been reduced from 2009 to 2011 as shown by Brutti and Saure’(2013) using

data provided by BIS reporting. Future research should explore this conjecture further.
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Figure 1: Quantile regression and parallel quantiles
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This figure reports quantile regression lines y; ; (1) = B0 + S1y;.¢ + F,,,* (7) when the true underlying model is
linear, that is 31 ; = 31, or the coeflicient does not change among quantiles. In this representation the coefficient
is always equal to 0.5, and therefore the slope coefficient of the regression line is always the same across values
7 (we used values ranging from 0.1 to 0.9). The regression line is represented with the different values of y; ;
reported in the horizontal axis and the quantile realizations y; ; (7) reported in the vertical axis. The difference
among quantiles is characterized by the intercept F=! (;) which is the unconditional quantile of the innovation
density (that does depend on the quantile 7). The coefficient By » has been set equal to 0.
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Figure 2: Quantile regression and non-parallel quantiles
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This figure reports quantile regression lines y; + (1) = Bo.r + S1y;¢ + F,,, ' (1) when the true underlying model
is non-linear, that is 31 ; changes among quantiles. In this representation we have that 81 9.1 = —0.5, B1,0.25 =
0.0, Bo1,.5 = 0.5 B1,0.75 = 1 and B1,0.9 = 2 (the quantile considered, 7, ranges from 0.1 to 0.9, the same values used
in Figure 1). The regression line is represented with the different values of y; ; reported in the horizontal axis and
the quantile realizations y; ; (7) reported in the vertical axis. The difference among quantiles is characterized
by the intercept F—! (n;) which is the unconditional quantile of the innovation density (that does depend on
the quantile 7). The coefficient B . has been set equal to 0.
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Figure 3: 5 years Bond Redemption Yields
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This figure shows daily 5 years Bond redemption yields obtained from Thomson-Reuters spanning from January
1, 2003 to March 10, 2012 for Greece and to April 30 2013 for the other countries. The first panel reports
Germany (Blue line), France (Green line), Italy (Red line), Spain (Cyan line) and United Kingdom (Magenta
line). The second panel reports Greece (Blue line), Ireland (Green line) and Portugal (Red line).
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Figure 4: 5 years Bond Yield Spreads
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The first panel of this figure shows the daily 5 years bond yield spreads calculated as the difference between
the 5 years Bond redemption yields and the 5 years Euro swap rate for the Eurozone countries and the British
pound swap rate for UK. The sample period considered ranges from January 1, 2003 to to March 10, 2012 for
Greece and to April 30 2013 for the other countries. The second panel shows Euro swap rate and the British
pound swap rate from January 1, 2003 to April 30 2013.
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Figure 5: Changes in 5 years Bond Yield Spreads
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This figure plots the changes in the 5-year bond yield spreads (in %) of France (FR), Germany (DE), Greece
(GR), Ireland (IE), Italy (IT), Portugal (PT), Spain (ES) and United Kingdom (UK). Data are obtained from
Thomson-Reuters and span the period from January 1, 2003 to March 10, 2012 for Greece and to April 30,
2013 for the other countries.
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Figure 6: Average Rolling Correlations on Yield-Spread Changes
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The first panel of this figure plots the average of the pairwise rolling correlation of 5 years yield spread changes
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of the 7 Eurozone countries considered: France (FR), Germany (DE), Greece (GR), Ireland (IE), Italy (IT),
Portugal (PT) and Spain (ES) and the United Kingdom (UK). The Red line reports the average of all the
pairwise rolling correlation among the eight countries considered. The rolling window considered is of 60

observation. Data are obtained from Thomson-Reuters and span the period from January 1, 2003 to March

10, 2012 for Greece and to April 30, 2013 for the other countries. The second panel reports some example of

pairwise correlations. The rolling correlation of UK with the core countries France and Germany (Blue line),

UK with non-core countries (Green line), Germany with France (Red line), core (Germany and France) with

non-core countries (Cyan line) non-core with non-core (Magenta line).
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Figure 7: Structural Instability in the Linear Regression
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This figure shows the results of the Chow-type test for a structural break in the coefficient 8; in the linear
relation (7). The test is performed on a rolling window of four years, testing for a break occurring after the end
of the second year. The lines report median p-values (Blue line) and the 75% quantile (Green line) over the 56

cross-country regressions.
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Figure 8: Samples of Quantile Regression Coefficients for Different Bond Spreads.
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This figure shows the estimated coefficients BLT of the Quantile regression y;; (1) = Boﬁ + BLTyj,t + VA’TXt_l
for three pairs of countries: in the first block country i is France (FR) and country j is Greece (HE), in the
second block country i is Germany (DE) and country j is France (HE), in the third block country ¢ is Spain
(ES) and country j is Italy (IT). We consider three different periods, January 1, 2003 to December 29, 2006,
November 1, 2008 to November 30, 2011, and December 1, 2011 to March 10 2012 for FR-HE and to April
30, 2013 for DE-FR and ES-IT. The red lines represent the 95% confidence intervals obtained with the Markov
Chain Marginal Bootstrap method of Kocherginsky, He, and Mu (2005).
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Figure 9: Samples of Quantile Regression Coefficients for Different Bond Spreads.
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This figure shows the estimated coefficients BLT of the Quantile regression y;; (1) = B\OJ + B\LTyj,t +§’ X1 for
three pairs of countries: in the first block country i is Ireland (IE) and countries j is France (FR), in the second
block country ¢ is Italy (IT) and country j is France (FR), in the third block country ¢ is Italy (IT) and country
j is Spain (ES). We consider three different periods, January 1, 2003 to December 29, 2006, November 1, 2008
to November 30, 2011, and December 1, 2011 to April 30, 2013. The red lines represent the 95% confidence
intervals obtained with the Markov Chain Marginal Bootstrap method of Kocherginsky, He, and Mu (2005).

52



Figure 10: Network Graphs 2003-2006
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This figure shows the directed relationship network that derives from the estimated Quantile Regression co-
efficients 31 ; for the sample period 2003-2006. The arrows start from country j and reach country
2. The color and the tb\ickness of each arrow represent the level of the associated coefficients as indicatecfi\ in
the legend, where the 3 , is indicated with x and in particular the Black line indicate an estimated (31 ,
coefficient above 0.75, the Red line a coefficient between 0.75 and 0.5, the Blue line a coefficient between 0.5
and 0.25, the Orange line coefficient between 0.25 and 0.1, the Grey line a negative coefficients between -0.25
and -0.05, that is a flight to quality for country j versus country ¢ and the Green line a negative coefficient
below -0.25 that is a strong flight to quality. The eight countries considered are respectively: DE=Germany,
FR=France, HE=Greece, IE=Ireland, [T=Italy, PT=Portugal, ES=Spain, UK=United Kingdom.
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Figure 11: Network Graphs 2008-2011
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This ﬁg}lre shows the directed relationship network that derives from the estimated Quantile Regression coeffi-
cients 31 » for the sample period 2008-Nov2011. The arrows start from country j and reach country
2. The color and the tb\ickness of each arrow represent the level of the associated coefficients as indicategi\ in
the legend, where the 3; ; is indicated with x and in particular the Black line indicate an estimated (31 ,
coefficient above 0.75, the Red line a coefficient between 0.75 and 0.5, the Blue line a coefficient between 0.5
and 0.25, the Orange line coefficient between 0.25 and 0.1, the Grey line a negative coefficients between -0.25
and -0.05, that is a flight to quality for country j versus country ¢ and the Green line a negative coefficient
below -0.25 that is a strong flight to quality. The eight countries considered are respectively: DE=Germany,
FR=France, HE=Greece, IE=Ireland, [T=Italy, PT=Portugal, ES=Spain, UK=United Kingdom.
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Figure 12: Network Graphs 2011-2013
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This ﬁgur/e\ shows the directed relationship network that derives from the estimated Quantile Regression co-
efficients 31 ; for the sample period Dec 2011-Apr2013. The arrows start from country j and reach
country ¢. The color and the thickness of each arrow represent the level of the associated coefficients as indi-
cated in the legend, where the /31 ; is indicated with x and in particular the Black line indicate an estimated
B\lﬂ' coefficient above 0.75, the Red line a coefficient between 0.75 and 0.5, the Blue line a coefficient between
0.5 and 0.25, the Orange line coefficient between 0.25 and 0.1, the Grey line a negative coefficients between -0.25
and -0.05, that is a flight to quality for country j versus country ¢ and the Green line a negative coefficient
below -0.25 that is a strong flight to quality. The seven countries considered are respectively: DE=Germany,
FR=France, [E=Ireland, IT=Italy, PT=Portugal, ES=Spain, UK=United Kingdom. Greece has been excluded

because our sample stops at March 10 2013 for Greece.
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Figure 13: Structural Instability in Quantile Regression
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Fraction of rejection of the null of stability across quantiles

This figure shows the results for a structural break test in the coeflicient B\LT in the quantile regression (12).
The test is performed on a rolling window of four years, estimating the following quantile regression y; ; (7) =
Eo,r + Bl,ryj,t + glﬁyj,tdt + '?’TXt,l testing for a break occurring after the end of the second year, i.e. testing
whether the quantile regression coefficient of the dummy variable dg, 31,7, is statistically different than zero.
The top panel reports the median p-values of the 3\177 coefficient over the 56 cross-country regressions for the
50%, 90% and 95% quantiles. The bottom panel reports the fractions of rejection of the null of stability across
quantiles, for three different hypotheses: Q(90)=Q(95)=Q(99), Q(50)=Q(90)=Q(95), Q(50)=Q(95)=Q(99),
over the 56 cross-country regressions.
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Figure 14: Samples of Quantile Regression Coefficients with Heteroskedasticity for
Different Bond Spreads.
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This figure shows the estimated coefficients BLT of the Bayesian Quantile regression with heteroschedasticity
for three pairs of countries: in the first block country 4 is France (FR) and country j is Greece (HE), in the
second block country i is Germany (DE) and country j is France (HE), in the third block country ¢ is Spain
(ES) and country j is Italy (IT).. We consider three different periods, January 1, 2003 to December 29, 2006,
November 1, 2008 to November 30, 2011, and December 1, 2011 to March 10 2012 for FR-HE and to April 30,
2013 for DE-FR and ES-IT. The red lines represent the 95% high posterior regions.
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Figure 15: Samples of Quantile Regression Coefficients with Heteroskedasticity for
Different Bond Spreads.
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This figure shows the estimated coefficients BLT of the Bayesian Quantile regression with heteroschedasticity
for three pairs of countries: in the first block country i is Ireland (IE) and countries j is France (FR), in the
second block country i is Italy (IT) and country j is France (FR), in the third block country i is Italy (IT) and
country j is Spain (ES). We consider three different periods, January 1, 2003 to December 29, 2006, November
1, 2008 to November 30, 2011, and December 1, 2011 to April 30, 2013. The red lines represent the 95% higher

posterior regions.
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Mean St. Dev. Min Max  Median

2003-2006
France  0.01 2.58 -18.55  15.82  120.00
Germany 0.01 2.27 -12.10  13.00  115.00
Greece  0.02 2.70 -20.05 29.10  115.00
Ireland -0.01 2.94 -17.70  37.10  140.00
Italy  0.01 2.49 -15.65  22.70  110.00
Portugal  0.00 2.80 -17.45  51.90 115.00
Spain  0.01 2.49 -14.15  34.50  115.00
U.K. 0.00 1.70 -7.90 7.55 90.00
Eur. 0.00 0.01 -0.09 0.09 20.00
L.R. 0.00 0.01 -0.03 0.02 30.00
R.A.  -0.02 1.60 -11.78 7.19 0.67

2008-2011
France  0.09 4.66 -22.50  31.90  220.00
Germany -0.01 3.94 -20.20  19.05  193.00
Greece  5.27 48.45  -657.95 428.20  850.00
Ireland  0.87 18.24  -140.15 102.20  551.00
Italy  0.65 10.64 -70.85  88.60  360.00
Portugal 1.96 25.57  -321.65 258.00  530.00
Spain  0.52 9.59 -87.25  47.70  398.00
U.K. 0.01 3.90 -14.24  41.40  160.00
Eur. 0.00 0.01 -0.12 0.06 30.00
L.R. 0.00 0.02 -0.18 0.14 70.00
R.A. 0.01 3.12 -23.80 14.44 1.30

2011-2013
France -0.08 4.59 -18.20  16.90  240.00
Germany  0.13 2.63 -11.00  14.60  160.00
Greece -0.38 82.71 -1464.20 223.40  260.00
Ireland -1.48 10.40 -78.60  60.90  420.00
Italy -0.75 14.84 -83.30  65.10  700.00
Portugal -3.20 38.80 -207.40 265.20 1300.00
Spain  -0.23 14.82 -70.50  57.15  685.00
U.K. 0.13 3.01 -8.75 38.30  105.00
Eur. 0.00 0.01 -0.09 0.01 20.00
L.R. 0.00 0.01 -0.04 0.03 20.00
R.A. -0.01 2.15 -10.33 6.05 1.00

Table 1: This table presents summary statistics for the changes in daily 5 years bond spreads
and the changes in the covariates (Euribor, Eur.; Liquidity Risk, L.R.; Risk Appetite, R.A.) for
the three sample period: January 1,2003 to December 29,2006; November 1, 2008 to November
30, 2011; December 1, 2011 to April 30, 2013 (to March 10, 2012 for Greece), respectively. The
statistics presented are percentage mean values (Mean), standard deviation values (St. Dev.),
minimum and maximum values (Min and Max), and median values of the absolute spreads in

basis points (Median) (Eur., L.R. and R.A. are in %).
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France Germany Greece Ireland Italy Portugal Spain UK Eur. L.R.

Sample: January 2003 - December 2006

Germany  0.717
Greece 0.771 0.725
Ireland 0.591 0.562 0.545

Italy 0.796 0.714 0.751  0.595

Portugal  0.717 0.726 0.849 0523  0.723

Spain 0.795 0.774 0.851  0.561  0.763 0.93

UK 0.478 0.458 0.461  0.344 0.501 0.398 0.464

Eur. 0.012 0.004 0.026  0.069 0.02 0.016 0.015 0.039

L.R. 0.013 0.002 -0.013  0.007  0.014 0.009 0.012 0.044 0.044

R.A. 0.025 0.041 0.034  0.051 0.03 0.033 0.044 0.011 -0.054 0.054

Sample: November 2008 - November 2011

Germany  0.654
Greece 0.027 -0.106
Ireland 0.174 0.052 0.424

Italy 0.343 0.073 0.297  0.447

Portugal  0.021 -0.006 0.427  0.629 0.37

Spain 0.36 0.106 0.348  0.482  0.765 0.407

UK 0.112 0.172 -0.005  0.033 -0.028 -0.002  0.016

Eur. 0.034 0.047 0.003  0.008 -0.004  0.037 -0.004 -0.067

L.R. -0.075 -0.173 0.115 -0.038 0.039 0.002 0.039 -0.052 0.123

R.A. -0.004 -0.142 0.175  0.18  0.236 0.194 0.203 -0.055 -0.006 0.044

Sample: December 2011 - April 2013

Germany  0.298
Greece -0.001 -0.019
Ireland 0.167 0.015 -0.009

Italy 0.455 -0.087 0.029  0.354

Portugal  0.082 -0.098 0.065 0.15 0.125

Spain 0.362 -0.118 0.024  0.339 0.764 0.085

UK 0.029 0.005 0.112  0.024  -0.07 -0.021  -0.051

Eur. 0.113 0.062 -0.054  0.053  -0.05 -0.031  -0.124 -0.042

L.R. -0.002 0.078 -0.041  0.018 -0.047  0.006  -0.093 -0.149 0.604

R.A. 0.185 -0.151 -0.008 0.23 0.35 0.08 0.337  0.02 -0.023 -0.03

Table 2: This table presents unconditional correlations on the three subsamples of interest
between the changes in the bond spreads and the changes in the covariates (Euribor, Eur.;
Liquidity Risk, L.R.; Risk Appetite, R.A.).
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