Abstract

Banks can deal with their liquidity risk by holding liquid assets (self-insurance), by participating in interbank markets (coinsurance), or by using flexible financing instruments, such as bank capital (risk-sharing). We use a simple model to show that undiversifiable liquidity risk, i.e. the liquidity risk that banks are unable to coinsure on interbank markets, represents an important risk factor affecting their capital structures. Banks facing higher undiversifiable liquidity risk hold more capital. We posit that empirically banks that are more exposed to undiversifiable liquidity risk are less active on interbank markets.
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Therefore, we test for the existence of a negative relationship between bank capital and interbank market activity and find support in a large sample of U.S. commercial banks.
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1 Introduction

The management of liquid resources is an important concern for banks. They typically transform short-term liquid liabilities into long-term illiquid assets and are therefore exposed to a substantial degree of liquidity risk. A simple way to tackle this uncertainty is to hold liquid reserves, which amounts to self-insuring against the occurrence of a liquidity shock. This is costly for banks, as they could instead invest in more productive illiquid or risky assets. Alternatively, banks can participate in interbank markets, where they can exchange resources with other banks. Interbank markets, however, also represent a partial solution, for at least two reasons. First, part of the liquidity risk is likely to be systematic and, by definition, impossible to insure. Second, interbank markets typically operate over the counter and are based on a limited number of pre-established connections. Even idiosyncratic liquidity shocks may be impossible to coinsure in the absence of such pre-established connections.1 Since payouts to holders of bank capital are not fixed obligations, bank capital also offers an opportunity to deal with liquidity risk: by adjusting the payouts to bank capital holders, banks can transfer part of the liquidity uncertainty to capital investors. This liquidity risk-sharing function of bank capital, however, also comes at a cost since raising capital is itself costly for banks.2

This paper analyzes the interplay between bank capital, interbank market activity, and banks’ portfolio choice. In particular, we study to what extent the presence of an interbank market affects banks’ incentives to hold (costly) capital and to invest in liquid assets. We first introduce a theoretical model where banks face uncertain liquidity needs and show that bank capital has a negative relation with the ex-ante coinsurance opportunities offered by interbank markets. Intuitively, banks with limited coinsurance opportunities face higher liquidity risk, and therefore find it optimal to hold more capital. We then proceed to show that this prediction finds strong support in a large sample of U.S. commercial banks.

We model two banks that collect deposits from risk-averse depositors and capital from risk-neutral investors. Banks invest the collected resources into short-term liquid assets (a storage technology), and long-term illiquid assets. The liquidity needs of banks are

---

1 Another reason why interbank markets might offer limited coinsurance opportunities is the presence of moral hazard or adverse selection problems (see Bhattacharya and Gale [8]).

2 Alternatively, bank capital is often considered to either act as a buffer protecting against solvency shocks, or mitigate risk-taking incentives (see, among others, Brusco and Castiglionesi [10], and Morrison and White [25]).
uncertain. In particular, liquidity shocks are either asymmetric, in which case one bank
has high liquidity needs and the other has low liquidity needs, or symmetric, in which case
both banks have high liquidity needs. Banks participate in an interbank market which
allows them to coinsure against asymmetric liquidity shocks. The liquidity risk that can
be coinsured in the interbank market is called \textit{diversifiable} (liquidity) risk. However, the
interbank market is of no use in the case of symmetric liquidity shocks. The liquidity risk
that cannot be coinsured in the interbank market is referred to as \textit{undiversifiable} (liquidity)
risk.\textsuperscript{3}

The presence of undiversifiable liquidity uncertainty creates a scope for the use of bank
capital as a risk-sharing device. Indeed, banks can rely on interbank markets only to
deal with the diversifiable liquidity risk, and have to use bank capital to deal with the
undiversifiable risk. Because raising bank capital is costly, banks would hold no capital
were the liquidity risk fully diversifiable. More generally, an important insight from the
analysis is that the optimal capital structure crucially depends on the extent to which
the liquidity risk is diversifiable. In the model, it is the probability that banks are hit
by asymmetric liquidity shocks that captures the diversifiability of the liquidity risk, and
we show that bank capital eventually decreases as the probability of asymmetric shocks
increases. Equivalently, bank capital eventually increases as the undiversifiable liquidity
risk (i.e., the probability of the symmetric shock) increases.\textsuperscript{4}

In the empirical part of the paper we test this prediction in a large sample of U.S. com-
mmercial banks by relating the book value of bank capital with a proxy of the diversifiability
of liquidity risk.\textsuperscript{5} We take banks’ activity on interbank markets, measured by the sum of
interbank lending (assets) and borrowing (liabilities) positions, as our empirical proxy
of diversifiable liquidity risk. As interbank assets comprise deposits at other

\textsuperscript{3}We stress the fact that the symmetric liquidity shocks do not necessarily correspond to an aggregate,
market-wide shock. They can also be undiversifiable because of bank-specific reasons such as, for example,
a limited access to the interbank market (Cocco et al. \cite{12} provide evidence of the relevance of pre-
established relationships in determining interbank activity).

\textsuperscript{4}These relationships, however, are not necessarily monotonic. Monotonicity is nevertheless guaranteed
when the liquidity risk is sufficiently diversifiable. We argue that in developed economies this condition
generally holds.

\textsuperscript{5}The reason to focus on book value is that, while detailed measures of interbank market activity are
available for individual commercial banks, the market values of equity are available mostly for bank holding
companies, where the commercial activity is often combined with other activities, such as investment
banking, merchant banking, insurance, etc.
banks that can be drawn down to respond withdrawals in a given bank, together with interbank borrowing they constitute a proxy of co-insurance opportunities provided by interbank markets. The idea is that banks with larger interbank positions have greater ease of access to other banks, and therefore have better ex-ante coinsurance opportunities. We later show that our results still holds when we split the sample based on whether a bank is a net lender or borrower in the market.

We use the Statistics on Depository Institutions (SDI) database, maintained by the Federal Deposit Insurance Corporation (FDIC), to retrieve information on banks’ Call Reports. We build a quarterly panel dataset spanning from the first quarter of 1995 to the second quarter of 2007. We do not include the crisis period because of the extreme events, which occurred after the second half of 2007, which might have introduced unusual dynamics both in interbank activity and bank capital. We however run a robustness check where we also consider the crisis period. The interbank activity we focus on consists of unsecured interbank lending and borrowing. This does not include activities on the Repo and Fed Fund markets for two reasons: (1) these markets are also used by non-banking institutions while our focus is on banks; (2) their inclusion in the regression framework does not affect our result. As for capital, we adopt a broad definition consisting of the book value of total equity, which includes both common and preferred stock.

We present both aggregate and bank-level evidence of the risk-sharing role of bank capital. At the aggregate level bank capital ratios have a clear upward trend in the U.S. over our sample period, while aggregate interbank activity has been declining. Their correlation is negative and statistically significant. This is consistent with the risk-sharing function of bank capital that predicts a negative correlation between capital and diversifiable liquidity risk. In this sense we provide an explanation for the bank capital build up that does not rely on banks increased profitability over the sample period. According to this pecking-order view of bank capital, banks would retain a large portion of their earnings to finance future activities, and capital would therefore passively rise in periods of increased profitability. Consistently with Berger et al. [7], we instead document that banks seem to actively

---

6 Aggregate capital ratios are defined as the sum of total equity capital normalized by the sum of banks' total assets. In a similar way, aggregate interbank activity is defined as the sum of interbank lending and borrowing positions normalized by the sum of banks' total assets.
manage their capital structures, reacting to a changing environment. In particular, we stress the role of the changing nature of the liquidity risk.

At the aggregate level we also examine a measure of undiversifiable liquidity risk. We consider seven non-overlapping periods of eight quarters between 1995Q1 and 2008Q4 and, for each period, we extract the first principal component of deposits. This factor captures the existence of a common source of time-series variation in banks’ deposits, and can therefore be used to assess the degree of undiversifiability of banks’ shocks to deposits. In particular, we look at the percentage of total variation of deposits that is explained by the first principal component, and we call this quantity the ”commonality of deposits”. Again consistently with a risk-sharing function of bank capital, we find that the commonality of deposit has been increasing over time and displays a positive and significant correlation with aggregate capital ratios. The commonality of deposits is also found to have a negative and significant correlation with banks’ interbank activity, consistently with the former measuring undiversifiable liquidity risk, and the latter measuring diversifiable liquidity risk.

We then present bank-level evidence by using a regression approach. In particular, we estimate the conditional correlation between a bank’s interbank market activity and its capital, controlling for several possible confounding factors and including both bank fixed effects and time dummies. We find strong evidence of a negative relationship between bank capital and interbank market activity. This relationship is also detected in the cross section of banks. In particular we find a negative and significant cross-sectional relationship between bank capital and interbank activity in 40 quarters out of the 50 included in the sample period. We run several robustness checks to assess the reliability of our findings, and we also replicate our results in a sample of European and Japanese commercial banks using yearly data from 2005 to 2010. Overall, we consider our evidence as very supportive of the view that an important role of bank capital is to help manage liquidity risk.

Notice that these empirical findings would be difficult to rationalize with other theoretical explanations. For example, consider the incentive function of bank capital: to the extent that bank capital provides an incentive to avoid excessive risk taking, more capital should translate into lower insolvency risk, and should result in easier access to the interbank market. This in turn would imply a positive relationship between the level of bank capital and interbank activity, at least for banks that are net borrowers.

It is important to stress that the main goal of the paper is to look at how the diversifi-
ability of liquidity risk affects the way liquidity and capital are managed within a bank in the medium/long term horizon. The objective of our paper is neither to focus on the functioning of the interbank market during the crisis nor to study banks’ overnight liquidity management. The novelty of our approach comes from looking at the interplay between banks’ capital holding and interbank market activity. To the best of our knowledge, neither the theoretical nor the empirical banking literature have explicitly studied this relationship so far.

Our paper is related to both theoretical and empirical works in banking. On the theory side, the paper closest to ours is Gale [20]. He also considers the risk-sharing role of bank capital but, contrary to us, his analysis focuses on regulatory aspects without providing an analysis of the relationship between interbank market activity and bank capital. For this purpose, Gale [20] considers spot interbank markets as a way to coinsure against liquidity shocks. Contrary to him, and similarly to Allen and Gale [5], and Castiglionesi et al. [11], we model the interbank market as a device to decentralize the first-best allocation. In particular, we assume that banks make ex ante arrangements to coinsure themselves. However, both in Allen and Gale [5] and Castiglionesi et al. [11] bank capital is ignored, hence we are able to analyze the interaction between the liquidity insurance provided by the interbank market and by bank capital.7

On the empirical side, our paper relates to two different strands of the literature: one on bank capital and the other on interbank markets.

Regarding bank capital, most of the attention is on bank holding companies (BHC) rather than commercial banks. Gropp and Heider [22] study the determinants of BHC’s capital structure. They find that deposit insurance and capital regulation do not seem to have a significant impact on banks’ capital structure and the most important determinants are instead time-invariant bank fixed effects. To the extent that diversifiable liquidity risk is a persistent bank characteristic, it might be responsible for at least some of the explanatory power of bank fixed effects. In order to explain the main causes of the capital

7There is also an extensive theoretical literature on capital regulation based on the incentive function of bank capital. The results are not conclusive because while bank capital requirements usually decrease risk, the reverse is also possible (see Kim and Santomero [24], Furlong and Keeley [19], Gennotte and Pyle [21], Besanko and Kanatas [9] and Hellman et al. [23]). Among the recent contributions, Diamond and Rajan [14] rationalize bank capital as the trade off between liquidity creation, costs of bank distress and the ability to force borrower repayments. Allen, Carletti and Marquez [4] analyze the role of market discipline as a rationale to hold bank capital.
build-up of large U.S. banks in the 1990s, beyond their increased profitability, several arguments have been put forward. Flannery and Rangan [15] argue that the main reason was the increased market discipline due to legislative and regulatory changes, resulting in the withdrawal of implicit government guarantees. Berger et al. [7] show that BHC actively manage their capital ratios in response to the perceived risk exposure (such as default risk of banks customers, earnings volatility, etc.). We contribute to this literature showing that the documented bank capital build-up of commercial banks might be due to an increased undiversifiability of the liquidity risk.

Regarding the interbank market, Cocco et al. [12] provide evidence of how pre-existing interbank relationships represent an important determinant of the ability to access the Portuguese interbank market. Studies in the U.S. usually focus on the Fed Funds market. Furfine ([16], [17], and [18]) analyzes banks’ screening and monitoring activity in the Federal Funds market, and the behavior of this market during Russia’s sovereign default. Afonso et al. [3] examine the impact of the bankruptcy of Lehman Brothers on the functioning of the Federal Funds market. They argue that while banks certainly became more restrictive in terms of the counterparties they lent to, there never was a complete collapse of this market.

The remainder of the paper is organized as follows. Section 2 presents the theoretical model. Section 3 analyzes the optimal risk-sharing allocation and discusses how it can be decentralized in the presence of interbank markets. Section 4 characterizes the efficient allocation and analyzes how bank capital (section 4.1) depends on the diversifiable liquidity risk. Section 5 presents the data (section 5.1) and the results on the aggregate evidence (section 5.2) and on the panel regressions (section 5.3). Section 6 concludes. Appendix A contains the proofs, and Appendix B reports a detailed description of the variables, together with their unconditional correlations.

2 Theory: Sharing the Liquidity Risk

The theoretical model is similar to Gale [20], and provides a rationale for the use of bank capital based on liquidity risk sharing. There are three dates \( (t = 0, 1, 2) \) and a single good available at each date for both consumption and investment. Two assets are available for investment: a short-term or liquid asset that matures in one period with a return of one, and a long-term or illiquid asset that requires two periods to mature and delivers a return
The short-term asset represents a storage technology, while the long-term asset captures long-term productive opportunities. For simplicity, they are called the short and, respectively, the long asset. Clearly, the choice of a portfolio of assets reflects a trade-off between returns and liquidity.

We consider two banks \( i = A, B \), and two groups of agents. The first group is a continuum of risk-neutral agents that we call investors. They are endowed with a large amount of the consumption good at \( t = 0 \) and nothing at \( t = 1, 2 \). Investors cannot consume a negative amount at any time and discount future consumption. More precisely their utility is

\[
\rho_0 c_0 + \rho_1 c_1 + c_2,
\]

where \( \rho_0 > R, \) and \( \rho_0 > \rho_1 > 1 \). This captures in a simple way that obtaining resources from investors at \( t = 0 \), against the promise of future repayments, is costly. In fact, to postpone consumption until \( t = 1 \) investors require a return of \( \rho_0/\rho_1 > 1 \), which is above the return of the liquid asset. Similarly, to postpone consumption until \( t = 2 \) investors require a return of \( \rho_0 > R \), which exceeds the return of the illiquid asset.

The second group is given by risk-averse agents that we call depositors. They are endowed with 1 unit of the consumption good at \( t = 0 \), and nothing at \( t = 1, 2 \). Following Diamond and Dybvig [13], depositors can be of two types: early consumers who only value consumption at \( t = 1 \), or late consumers who only value consumption at \( t = 2 \). The type of an agent is not known at \( t = 0 \). When consumption is valuable, the agent’s utility is \( u(c) \), where \( u : \mathbb{R}_+ \to \mathbb{R} \) is continuously differentiable, strictly increasing and concave, and satisfies the Inada condition \( \lim_{c \to 0} u'(c) = \infty \). We assume that each bank has a unitary mass of depositors.

The uncertainty about the preference shocks for the second group of agents is resolved in period 1 when each depositor privately learns his or her type. We assume that each bank \( i \) faces liquidity uncertainty in the sense that the fraction \( \omega^i \) of early consumers is stochastic and can have two possible realizations, namely \( \omega_H \) and \( \omega_L \), with \( \omega_H > \omega_L \). In this way \( \omega^i \) plays the role of a liquidity shock for bank \( i \) which can either be high or low. While individual preference shocks are privately observed by consumers, the liquidity shock of each bank is publicly observed by everyone.

We assume that in normal times the two banks have opposite shocks. More specifically shocks are asymmetric with probability \( p > 1/2 \). With some (possibly) small probability \( 1 - p \), however, both banks are hit by the high liquidity shock. Formally, there are three
possible states of the world \( s \in S = \{ HL, LH, H \} \). In states \( HL \) and \( LH \) banks are hit by different shocks, while in state \( H \) they both have high liquidity needs. Table 1 summarizes the probability distribution of the liquidity shocks.

<table>
<thead>
<tr>
<th>State</th>
<th>Bank A</th>
<th>Bank B</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>( HL )</td>
<td>( \omega_H )</td>
<td>( \omega_L )</td>
<td>( p/2 )</td>
</tr>
<tr>
<td>( LH )</td>
<td>( \omega_L )</td>
<td>( \omega_H )</td>
<td>( p/2 )</td>
</tr>
<tr>
<td>( H )</td>
<td>( \omega_H )</td>
<td>( \omega_H )</td>
<td>( 1 - p )</td>
</tr>
</tbody>
</table>

The structure of the shocks captures the existence of both diversifiable and undiversifiable liquidity risk, and \( p \) measures to what extent the risk is diversifiable. In fact, in states \( HL \) and \( LH \), the average fraction of early consumers in the two banks is constant and equal to \( \omega_{HL} = (\omega_H + \omega_L)/2 \). The risk faced by each bank is therefore diversifiable in this case, and this happens with probability \( p \). In state \( H \), however, the fraction of early consumers is \( \omega_H > \omega_{HL} \) in both banks, so that the occurrence of this state represents undiversifiable uncertainty and this happens with probability \( 1 - p \).

Agents cannot trade directly with one another, but the banking sector makes up for the missing markets. In particular, the activity of each bank develops as follows. At \( t = 0 \) each bank collects the initial endowment of its depositors and an amount \( e \geq 0 \) of resources from investors. The amount \( e \) will henceforth be referred to as bank capital. The bank invests an amount \( y \) in the short asset and an amount \( 1 + e - y \) in the long asset; in period 1, after the state \( s \) is publicly observed, the consumer reveals his preference shock to the bank and receives the consumption vector \((c^s_1, 0)\) if he is an early consumer and the consumption vector \((0, c^s_2)\) if he is a late consumer. Similarly, after the state \( s \) has been observed, investors receive the consumption vector \((d^s_1, d^s_2)\) if \( d^s_1, d^s_2 \geq 0 \). Therefore, a risk sharing

---

8To put it differently, undiversifiable liquidity risk can be measured by the volatility of the average fraction of early consumers in the two banks. This fraction is \( \omega_{HL} \) with probability \( p \) and \( \omega_H \) with probability \( 1 - p \). The variance of this binary random variable is \( p(1 - p)(\omega_H - \omega_{HL})^2 \), which is maximum for \( p = 1/2 \) and decreases monotonically in \( p \).

9Agents are in a symmetric position ex-ante, and we assume that they are treated equally, that is, risk averse agents are all given the same contingent consumption plan, summarized by \( \{c^s_t\}_{s \in S, t = 1, 2} \) and, similarly, risk neutral agents are all given the same contingent consumption plan \( \{d^s_t\}_{s \in S, t = 1, 2} \).

---
contract, also called an allocation, offered by the bank is fully described by an array
\[ \{ y, e, \{ c^s_t, d^s_t \}_s \in S, t = 1, 2 \}. \]

In what follows we are interested in studying how the level of bank capital is affected by the existence of undiversifiable liquidity risk. As it is standard in this class of models (e.g., Allen and Gale [5]), we proceed by first characterizing optimal risk sharing and then briefly describing its decentralization by means of interbank deposits.

3 Optimal Risk Sharing

Following Gale [20], we consider optimal risk sharing in a situation where investors are perfectly competitive and their supply of capital is perfectly elastic. Hence, investors are maintained at their reservation utility. We look for the allocation chosen by a social planner that maximizes the ex-ante expected utilities of depositors and guarantees investors the same utility, in expectation, that they could obtain by consuming their endowment at \( t = 0 \). Notice that the overall fraction of early consumers is the same in states \( HL \) and \( LH \), and it is therefore optimal to move resources from one bank to the other and make agents’ consumption plans constant in these states, that is \( c^s_t = c^t_s \) for \( t = 1, 2 \). Similarly we have \( d^s_t = d^t_s \) for \( t = 1, 2 \). To ease notation we can simply refer to \( c^H_t \) and \( d^H_t \) as the common consumption and payout streams in states \( HL \) and \( LH \).

An allocation can be described by an array \( \{ y, e, \{ c^s_t, d^s_t \}_s = HL, LH, t = 1, 2 \} \), and it is said to be feasible if for \( s = HL, LH \) and \( t = 1, 2 \), we have \( e \geq 0, d^s_t \geq 0 \), and

\[ \omega_s c^s_1 + d^s_1 \leq y, \]
\[ (1 - \omega_s)c^s_2 + d^s_2 \leq (1 + e - y)R + y - \omega_s c^s_1 - d^s_1, \]
\[ p(\rho_1 d^H_1 + d^H_2) + (1 - p)(\rho_1 d^1_1 + d^1_2) \geq \rho_0 e. \]

The first two constraints guarantee that there are enough resources at \( t = 1 \) and \( t = 2 \), respectively, to deliver the planned amount of consumption in each state \( s \). Whenever \( y - \omega_s c^s_1 - d^s_1 > 0 \) we say that there is positive rollover in state \( s \), that is, some resources are stored through the liquid asset between \( t = 1 \) and \( t = 2 \). In this case the ex-post social value of liquidity is clearly the lowest possible as it exceeds overall needs. The third
constraint guarantees that investors get at least their reservation utility in expectation.\textsuperscript{10} To characterize optimal risk sharing, we can think of a planner choosing a feasible allocation to maximize

\[ p \left( \omega_{HL} u(c_1^{HL}) + (1 - \omega_{HL}) u(c_2^{HL}) \right) + (1 - p) \left( \omega_H u(c_1^H) + (1 - \omega_H) u(c_2^H) \right). \] (4)

In state $H$ each bank’s promised consumption plans must be satisfied with the resources available within the bank. In fact, in state $H$, both banks need an amount of liquidity equal to $\omega_H c_1^H + d_1^H$ and from (1) we see that the available amount of the short asset within each bank is enough to cover the liquidity need (i.e., $y \geq \omega_H c_1^H + d_1^H$). Things are different in states $HL$ and $LH$: in this case in order to implement the first best, the planner has to move resources between the two banks. For example, with no rollover in states $HL$ and $LH$, the amount of liquid resources available at $t = 1$ in both banks is $\omega_{HL} c_1^{HL} + d_1^{HL}$. However, one bank has a fraction $\omega_H$ of early consumers so that its liquidity need is $\omega_H c_1^{HL} + d_1^{HL}$, which results in a shortage of liquidity equal to $(\omega_H - \omega_{HL}) c_1^{HL}$. At the same time, the other bank has a fraction $\omega_L$ of early consumers so that its liquidity need is only $\omega_L c_1^{HL} + d_1^{HL}$, which results in an excess amount of liquidity equal to $(\omega_{HL} - \omega_L) c_1^{HL}$. Given that

\[ (\omega_H - \omega_{HL}) = (\omega_{HL} - \omega_L) = (\omega_H - \omega_L) / 2, \]

the liquidity shortage in one bank can be covered by the excess liquidity of the other bank at $t = 1$. At $t = 2$, interbank flows go in the opposite direction in states $HL$ and $LH$ to cover the shortage of resources at one bank with the excess of the consumption good at the other, while in state $H$ each bank has exactly the resources it needs.\textsuperscript{11}

Consider now a decentralized economy in which each bank directly offers a risk-sharing contract to its depositors and investors. A standard result in this literature is that if banks are perfectly competitive on the deposit market, and therefore maximize the ex-ante utility of their depositors, the decentralized economy achieves optimal risk sharing.\textsuperscript{12} To show

\textsuperscript{10}We are not explicitly considering the incentive constraints $c_1 \leq c_2$ that prevent late consumers from pretending to be early consumers since the solution to the unrestricted problem automatically satisfies such incentives constraints (see Proposition 1).

\textsuperscript{11}Similar interbank flows take place in the case of positive rollover in states $HL$ and $LH$.

\textsuperscript{12}The economy consists of two banks together with their investor and depositor bases. We take these elements as primitives and look at whether banks are able to exploit the available risk-sharing opportunities provided by the interbank market when they act competitively. Competition among banks is however not modelled directly: it may occur between the two banks explicitly considered, but it may also come from potential entrants as well as other banks.
this result, we have to check whether banks can find some arrangement to make the first-
best allocation feasible for each bank individually, and the interbank deposits offer this
possibility.

Assume that each bank offers the first-best allocation to its depositors and investors,
and deposits the amount $\omega_H - \omega_{HL}$ with the other bank, under the same conditions applied
to individual depositors. This means that when the fraction of early consumers in bank $i$ is
$\omega_H$, bank $i$ will behave as an early consumer and withdraw its interbank deposit at $t = 1$.
In this case the bank obtains nothing at $t = 2$, whereas at $t = 1$ it gets $(\omega_H - \omega_{HL}) c_{1}^{HL}$
if the fraction of early consumers in the other bank is $\omega_L$, and $(\omega_H - \omega_{HL}) c_{1}^{H}$ otherwise.
If the fraction of early consumers in bank $i$ is $\omega_L$, bank $i$ will behave as a late consumer
by holding its interbank deposit until $t = 2$, when it will finally withdraw it. In this case
the bank obtains zero at $t = 1$ and $(\omega_H - \omega_{HL}) c_{2}^{HL}$ at $t = 2$, as the fraction of early
consumers in the other bank is $\omega_H$. It is straightforward to check that with the use of
interbank deposits, the first-best allocation is feasible and will therefore be offered in a
perfectly competitive deposit market.

4 First-Best Allocation

In this section we characterize the first-best allocation and we study the role of both bank
capital and interbank deposits in achieving optimal risk sharing. Interbank deposits are
useful when bank liquidity needs are asymmetric, that is in states $HL$ and $LH$. In fact,
because the average liquidity need is constant in these states, interbank deposits allow
the channelling of the excess liquidity of one bank toward the other, which instead has a
liquidity shortage. In this way depositors can be guaranteed a constant level of consumption
in states $HL$ and $LH$. However, interbank deposits are useless when both banks have high
liquidity needs, i.e., in state $H$, and in this case depositors cannot obtain the same level
of consumption as in states $HL$ and $LH$. It is the existence of undiversifiable liquidity
uncertainty that creates a scope for bank capital in this model.

By raising costly bank capital, part of the undiversifiable risk can be transferred to risk-
neutral investors, therefore offering to depositors some insurance against the occurrence
of state $H$, and the corresponding shock on consumption. The following result formalizes
this intuition and summarizes the basic characteristics of the first-best allocation.
Proposition 1 Assume $p < 1$ and consider the first-best allocation. We have

$$c_1^H < c_1^{HL} \leq c_2^{HL} < c_2^H.$$  

Moreover, $d_1^{HL} \geq d_1^H = 0$; $d_2^H \geq d_2^{HL} = 0$; and positive rollover either occurs in states $HL$ and $LH$, in which case $c_1^{HL} = c_2^{HL}$, or it never occurs, in which case $c_1^{HL} < c_2^{HL}$.

This result is proved in Appendix A and shows that banks do not offer full insurance to risk-averse depositors. In particular, first-period (second-period) consumption tends to decrease (increase) with the overall fraction of early consumers. Banks can however transfer part of the undiversifiable uncertainty to the risk-neutral investors by collecting part of their resources at $t = 0$, in the form of bank capital, in exchange for a contingent payout at $t = 1, 2$. The optimal way of arranging this form of risk sharing is to avoid any payout to investors when the marginal utility of depositors is high, that is, in state $H$ at $t = 1$, and in states $HL$ and $LH$ at $t = 2$. The reason why banks choose not to raise enough capital to fully insure their depositors is because bank capital is costly. Notice that when depositors are fully insured (i.e., $c_t^H = c_t^{HL}$, for $t = 1, 2$) the marginal value of insurance is zero but the marginal cost of capital is positive, as investors require a return $\rho_0 > R$ to postpone consumption to $t = 2$, and a return $\rho_0/\rho_1 > 1$ to postpone consumption to $t = 1$. In any case, the cost of capital is higher than the returns of available investment opportunities (see Allen and Gale [6]), and this makes room for only a limited use of bank capital.\textsuperscript{13}

4.1 Bank Capital

The optimal amount of bank capital clearly depends on how much liquidity risk is diversifiable, here captured by the parameter $p$. Let us use the notation $e(p)$ to make this relationship explicit. Intuitively, a larger $p$ means that interbank deposits can be used more often to smooth liquidity shocks and, as a consequence, the incentive to raise bank capital should be smaller. This intuition is corroborated by the fact that bank capital is zero when $p = 1$.\textsuperscript{14} Indeed, with no aggregate uncertainty interbank deposits are sufficient

\textsuperscript{13}The first-best level of capital is zero if $\rho_0$ is much larger than $\rho_1$. In this case bank capital becomes too costly to be used for risk-sharing purposes. In what follows we exclude this trivial possibility by assuming that $\rho_0$ and $\rho_1$ are compatible with the use of a positive amount of capital.

\textsuperscript{14}To see this just notice that with $p = 1$ the first-order conditions indentifying optimal risk sharing imply $e(R - \rho_0)u'(c_2^M) = 0$. Because $\rho_0 > R$ and $u'(c_2^M) > 0$, it follows that $e = 0$. 
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to smooth away idiosyncratic liquidity shocks, and there is no need to raise costly bank capital. The following result now immediately follows from a simple continuity argument.

**Proposition 2** If \( p' > p \) and \( p' \) is sufficiently close to one, whenever \( e(p) > 0 \) we also have \( e(p') < e(p) \).

In other words, whenever bank capital is used for risk-sharing purposes, its level eventually decreases as the nature of the liquidity shocks becomes predominantly idiosyncratic. Figure 1 shows a numerical example in which bank capital is decreasing for all values of \( p \geq 1/2 \), not only for sufficiently high values.\(^{15}\)

![FIGURE 1]

From panel (a) we can see that bank capital over total assets is indeed decreasing for all values of \( p \geq 1/2 \). Panel (b) shows that investors receive a payout at \( t = 2 \) in state \( H \) for any \( p \in (1/2, 1) \), while a payout at \( t = 1 \) in states \( HL \) and \( LH \) is only realized when \( p \) is below approximately 0.68. However, the negative relationship between the level of bank capital and \( p \) is not a general property of the model. Figure 2 shows a numerical example where bank capital can indeed increase in \( p \) over some range.\(^{16}\)

![FIGURE 2]

Panel (a) in Figure 2 shows that bank capital is slightly increasing until about \( p = 0.65 \) and decreasing thereafter. To understand why this can happen consider that a reduction of the undiversifiable liquidity uncertainty (i.e., an increase in \( p \)) can induce banks to reduce their investment in the liquid asset, and in some cases this can lead to higher consumption volatility (see also Castiglionesi et al. [11]). The variance of consumption at \( t = 1, 2 \) is given by \( p(1-p)(c_t^{HL} - c_t^{H})^2 \), so that for fixed consumption levels, and \( p \geq 1/2 \), an increase in \( p \) has a direct effect which tends to reduce volatility. However, there is also an indirect effect on consumption levels which can go in the opposite direction. In fact, when some liquidity is paid out to investors at \( t = 1 \) or rolled over to \( t = 2 \) in states \( HL \) and \( LH \),

\(^{15}\)The example assumes \( R = 1.8, \rho_0 = 2, \rho_1 = 1.75, \omega_H = 0.6, \omega_L = 0.4, \) and depositors have constant relative risk aversion equal to 2.

\(^{16}\)This example assumes \( R = 1.4, \rho_0 = 1.55, \rho_1 = 1.50, \omega_H = 0.6, \omega_L = 0.4, \) and depositors have constant relative risk aversion equal to 2.
both first- and second-period consumption levels in these states are not very sensitive to the reduction in liquidity associated with the larger $p$.\textsuperscript{17}

This is what happens in the example of Figure 2 where the sensitivity of consumption levels to the amount of liquid resources is higher in state $H$ than in states $HL$ and $LH$. The consequence is that reduced liquidity tends to reduce early consumption and increase late consumption more in state $H$ than in states $HL$ and $LH$ and, given Proposition 1, this means that $(c_t^{HL} - c_t^H)^2$ tends to increase, for both $t = 1, 2$. When $p$ is close to 1/2, and therefore volatility is most sensitive to variation of $(c_t^{HL} - c_t^H)^2$, this effect can be strong enough to eventually increase the standard deviation of consumption. Banks may therefore find it optimal to increase their capital levels to moderate the tendency toward increased consumption volatility associated with reduced liquidity.

Panel (b) in Figure 2 indeed shows that the liquidity ratio, defined as $y/(1+e)$, is always decreasing in $p$, both when bank capital is optimally set to the levels shown in panel (a), and when it is set to zero. Panels (c) and (d) display the first- and, respectively, second-period consumption volatility, both with and without bank capital, and show the tendency toward increased consumption volatility when $p$ increases. Notice that in the absence of bank capital, consumption volatilities are higher. This confirms that bank capital is used to offer depositors partial insurance against the occurrence of state $H$. Notice also that, in the absence of bank capital, the consumption volatility both in the first and in the second period increases with $p$, for values of $p$ below some threshold. This effect is the result of the reduced liquidity ratio documented in panel (b), and induces banks to increase their capital ratio.

Despite the possibility of $e(p)$ being increasing over some range for $p$ close to its lower bound, Proposition 2 clarifies that eventually the optimal level of bank capital will be decreasing when $p$ varies in some range close to its upper bound. We argue that in developed economies banks can rely extensively on interbank deposits, as well as on ex-post markets such as the Repo and Fed-Funds markets, to manage their liquidity risk. Therefore it seems conceivable that for much of the time banks are likely to find suitable counterparties to trade with. Only occasionally they might still find it difficult to obtain liquidity from the market. In terms of our model this means that banks in developed economies are

\textsuperscript{17}In this case a bank can easily compensate the reduced liquidity by properly adjusting the amount of rollover or the first-period payout, which both effectively represent a kind of liquidity buffer in states $HL$ and $LH$.  

16
better characterized as facing low levels of undiversifiable liquidity risk, i.e., a relatively high $p$. Hence, to the extent that the liquidity risk-sharing function of capital is relevant, we expect to find empirically a negative relationship between bank capital and proxies of $p$ (or, equivalently, a positive relationship between capital and proxies of $1 - p$).

5 Empirical Analysis

5.1 Data

Given the theoretical framework provided in the previous section, we hypothesize that, if the liquidity risk-sharing function of bank capital is relevant, we should observe a negative relationship between bank capital and the probability $p$ of being able to use the interbank market. A critical step in the empirical analysis is to find a proxy for the parameter $p$, which represents the coinsurance possibilities offered by the interbank market.

The possibility to obtain coinsurance certainly reflects general factors, such as the development of the overall interbank network. However, banks have different abilities to access the interbank market which are due to various characteristics, like the business model, the portfolio of loans, the number of connections with other banks, the profitability, the risk profile, the past repayment behavior and even the characteristics of connected banks (see, for example, Cocco et al. [12]). These bank-specific characteristics clearly vary in the cross section but they can also vary over time. Therefore any empirical measure of diversifiable liquidity risk $p$ is expected to change over time for a given bank and in the cross section.

Our approach to measuring banks' coinsurance possibilities consists of looking at their interbank market activity. More precisely, we take the sum of lending (interbank assets) and borrowing (interbank liabilities) positions on the interbank market as a measure of interbank activity. As interbank assets are deposits held at other banks that can be used to respond to withdrawals, together with interbank borrowing they provide a proxy of co-insurance opportunities offered by the interbank market. We postulate that more interbank transactions in a certain period reflect a higher probability of making use of the interbank market in the future to diversify liquidity risk. A bank (or a banking system) with a large interbank activity is more likely to manage its liquidity needs in the interbank market, [make use of the interbank market.]
i.e., it faces a higher \( p \), than a bank (or a banking system) with a low interbank activity. [So, we take the measure of interbank activity as our proxy of \( p \).]

Banks’ transactions on the interbank market typically take place over the counter and detailed data are not publicly available. However, information on banks’ interbank activity can be obtained from the quarterly data provided by the Federal Deposit Insurance Corporation (FDIC) Statistics on Depository Institutions (SDI). The SDI repository includes all FDIC-insured institutions and it contains detailed on- and off-balance-sheet information for all banks.\(^{18}\)

We build a quarterly panel dataset spanning from the first quarter of 1995 to the second quarter of 2007. The choice to concentrate on the pre-crisis period is motivated by the fact that reported bank capital during the crisis might be unreliable (for example, banks close to the regulatory capital constraints faced regulatory pressure to increase the level of equity). Moreover, the interbank market was unable to work smoothly during the crisis.\(^{19}\) Nevertheless, as a robustness check, we also perform our analysis in an extended sample which includes the crisis period. After excluding banks that do not report their interbank market activity or some other relevant variables, we end up with an unbalanced panel of 5,871 banks.\(^{20}\)

For the banks in our sample we obtain information on several balance-sheet items as well as on their activity in three different interbank markets: (i) Unsecured interbank lending and borrowing; (ii) Repos and Reverse Repos with maturities longer than one day; and (iii) Overnight (Reverse) Repos and Federal Funds markets. The positions in (ii) and (iii) are however reported jointly by banks until 2002, so we can only distinguish a bank’s activity in (i) from its joint activity in (ii) and (iii). We perform our analysis considering the activity on the unsecured interbank market (i) as our main proxy for liquidity risk diversifiability.

\(^{18}\)The FDIC repository database is available at http://www2.fdic.gov/sdi/. The SDI dataset is based on the quarterly Federal Financial Institutions Examination Council (FFIEC) Reports of Condition and Income (briefly, "Call Reports"). The SDI data that we consider are analogous to the Call Reports for banks with domestic and foreign offices (FFIEC031) and for banks with domestic offices (FFIEC041).

\(^{19}\)Similarly, we start from 1995 to avoid the effects of the S&L crisis, which lasted until 1994 and in which more than 1,600 banks closed or received financial assistance from the FDIC.

\(^{20}\)The SDI repository database contains information on 14,771 banks from 1995 to 2012. The majority of the banks have total assets below $300 million. From 2001 these banks are not required to report information on unsecured interbank lending and borrowing activity. This reduces the number of banks to 7,143. Considering missing values of some of the other control variables the sample shrinks to 6,556 banks. Excluding the crisis period 2007Q3-2012Q4 we end up with 5,871 banks.
We also control for the overall activity on the Repo and Fed Funds markets (ii) and (iii) as they certainly represent an important source of liquidity for banks. The Repo and Fed Funds markets are however actively used also by non-banking institutions, while our analysis focuses on the banking system. We therefore prefer to concentrate on the activity on the interbank market (i), which is simply referred to as interbank activity \textit{(Interbank)} in what follows, and is measured by the sum of balances due from depository institutions (i.e., all the short-term credits banks provide to other banks) and deposits from depository institutions (i.e., all short-term resources banks borrow from other banks) normalized by total assets. As for capital \textit{(Capital)}, we adopt a broad definition consisting of the book value of total equity, including both common and preferred stock, normalized by total assets. In this way we intend to include any source of funding with a long maturity and no collateral, whose remuneration is flexible enough to be potentially used to absorb undiversifiable liquidity shocks.\textsuperscript{21}

To test the negative relationship between a bank’s activity in the interbank market and the level of its capital, we include various balance-sheet variables to control for factors that might induce a spurious correlation.

The first control that we consider is the activity of banks on the Repo and Fed Fund markets \textit{(Fed Funds Repos)}, measured by the sum of corresponding assets and liabilities, normalized by total assets. These markets clearly represent a, potentially important, source of liquidity which can have an effect on the level of bank capital.\textsuperscript{22}

The second set of control variables contains measures related to banks’ liquidity holdings. The first variable is cash and government securities \textit{(Liquidity)}, while the second is the amount of money deposited with the FED \textit{(Deposits Fed)}. We also control for the amount of retail deposits \textit{(Deposits)} a bank has, and the amount of its outstanding loans \textit{(Loans)}. The riskiness of a bank is captured through its loan loss provisions \textit{(LLP)}. All of these variables are normalized by total assets. Furthermore, we include the return on

\textsuperscript{21}In this Section, we quickly describe the main variables used in the analysis. Table B1 in Appendix B contains a detailed description of all the variables and their reference codes in the SDI and Call Reports databases.

\textsuperscript{22}After 2002 it is possible to distinguish the activity on the Repo and Fed Fund markets. Considering only the sample after 2002 we have therefore been able to repeat our analysis using the activity in these markets as two separate control variables. The qualitative results remain unchanged. For the entire sample period it is also possible to consider Repo and Fed Funds transactions together with the unsecured interbank transactions as a broader measure of interbank activity. Again, our qualitative results also hold true with this alternative measure. These results are unreported but are available upon request.
assets (ROA) to reflect the impact of profitability, and we finally control for bank size (Size), as measured by total assets. Extreme observations are winsorized at the top and bottom 2.5%.

Table 2 provides descriptive statistics for our main variable, and shows that the sample exhibits considerable heterogeneity. On average the variable Capital is 10%, and it standard deviation is 5.2%. The same applies to our measure of interbank activity (Interbank), which is 2.5% and has a median of 1.5%. The dispersion is rather significant: the variable Interbank ranges from 0.01% at the 5th percentile to 8.5% at the 95th percentile with a standard deviation of 3.9%. Finally, notice that the sample includes large, medium, and small banks, with an average size of $2,572 million, and a median size of $342 million.

5.2 Aggregate Evidence

We first show that the negative relationship between bank capital and interbank activity holds in aggregate terms for the U.S. banking system. Using the SDI dataset, we obtain yearly aggregate statistics on the interbank activity of U.S. banks as well as their capitalization. The aggregate bank capital ratio in a certain year is defined as the sum of the book value of equity, including both common and preferred stock, over the sum of the total assets of all the banks that appear in the SDI dataset in that year. Similarly, in any given year the aggregate measure of interbank activity is given by the sum of the balances due from depository institutions and the deposits from depository institutions of all the banks in the SDI dataset, divided by the sum of banks’ total assets. Figure 3 shows how aggregate measures of bank capital ratios and interbank activity have evolved between 1995 and 2006 in the U.S. banking system.

The aggregate bank capital ratio has been increasing over time while the overall unsecured interbank activity has been decreasing.\(^{23}\) The correlation between the two variables is -0.83 and is significant at a level of 1.27%. This is a first indication that at least part of

\(^{23}\)The aggregate measure for the Repo and Fed Funds assets and liabilities shows no trend in the period considered.
the increase in bank capital ratios might be due to the reduced coinsurance opportunities offered by interbank markets.

An alternative way to look at aggregate trends is to measure how similar the liquidity shocks on deposits across banks are. These shocks are indeed of particular importance in practice, as well as in our theoretical model, and to the extent that they are similar across banks, they represent the undiversifiable liquidity risk \((1 - p)\). To assess the existence and the relevance of a common source of variation in deposits, we perform a principal component analysis.

We consider seven non-overlapping sub-periods of eight quarters between 1995Q1 and 2008Q4. In each sub-period we consider banks with data available on deposits for all of the eight quarters. We then extract the first principal component (FPC) of deposits, which represents the factor that best accounts for the existence of a common source of variation across banks. We therefore look at the percentage of the overall variability of deposits explained by the FPC, which we call the "commonality of deposits". The larger the fraction of the total deposits variability explained by the FPC, the larger the influence of common and undiversifiable shocks. Table 3 reports the results.

|TABLE 3|

The FPC explains an increasing fraction of the overall variability of deposits between 1995 and 2008 (the only exception being the 2003-2004 period). The commonality of deposits increases from 39.50% in the first sub-period, up to 43.71% in the last. For each sub-period, Table 3 also displays the aggregate banking capital ratios which have been increasing over time. The commonality of deposits is therefore positively related with bank capital and this is consistent with our theoretical model. In fact, the commonality of deposits is a measure of undiversifiable liquidity risk, which is captured by the probability \(1 - p\) in the model. Hence, the negative relationship between bank capital and \(p\) is clearly equivalent to a positive relationship between bank capital and \(1 - p\). The correlation between the commonality of deposits and bank capital is 0.86 and is statistically different from zero at a level of 1.38%. Table 3 also reports the interbank activity (i.e., our measure of diversifiable liquidity risk captured by the parameter \(p\)) that has been decreasing over time. The data therefore also support the existence of a negative relationship between our proxy for diversifiable liquidity risk and \(1 - p\). In particular, the correlation between
the commonality of deposits and interbank activity is -0.76 and is significant at a level of 3.5%.\textsuperscript{24}

We do not attempt to directly explain the documented downward trend in diversifiable liquidity risk and the upward trend in the commonality of deposits. Indeed, our model takes the parameter $p$ as exogenous. However, we notice that empirically these trends are consistent with recent evidence of banks having become more similar on the asset side. For example, Acharya and Yorulmazer (2007) argue that banks’ investment behavior became more correlated over time to maximize the government subsidy per invested unit of capital. Nijskens and Wagner (2011) find that the use of Credit Default Swaps and Collateralized Loan Obligations led to a permanent increase in bank risk, measured by banks’ share price beta. That is, banks using Credit Risk Transfers (CRT) have become more subject to systematic shocks over time. The similarity induced by the CRT instruments is likely to reduce the scope of liquidity coinsurance among the banks that rely on CRTs. Moreover, it is possible to argue that the increased correlation among banks using the CRTs is likely to have indirect effects on other banks. Banks that do not rely on CRTs would find less heterogenous counterparties to coinsure their liquidity risk, diminishing the possibilities for the former to borrow from (lend to) the latter in the interbank market.

In the next section we turn to the bank-level evidence by performing a regression analysis. In this case we only look at banks’ unsecured interbank activity, as measured by the variable $\text{Interbank}$, as a proxy for the diversifiable liquidity risk (i.e., the parameter $p$) at the bank level. A proxy of undiversifiable liquidity risk (i.e., a proxy of $1 - p$) at the bank level based on correlations of deposits (or on a principal component analysis) would require some aggregation of data over time, and would therefore entail a loss of information.

### 5.3 Regression Results

**Panel-regression analysis** To test for the existence of a negative relationship between bank capital and our measure of diversifiable liquidity risk at the bank level, we first use a panel-regression approach to estimate their conditional correlation.\textsuperscript{25}

---

\textsuperscript{24}In Table 3 we also indicate for each sub-period the number of banks in our sample that report the information we need for the analysis. As of 2001, many items, including the balances due from depository institutions and the deposits from depository institutions, are no longer reported by banks with total assets below $300$ million. This explains the large drop in the number of banks after 2000.

\textsuperscript{25}The unconditional correlations of all the variables used in the main regressions are reported in Table B2 in Appendix B.
In the basic specification, we perform the following panel regression:

\[ \text{Capital}_{i,t} = \alpha + \beta \text{Interbank}_{i,t} + \gamma \mathbf{X}_{i,t} + \varepsilon_{i,t}, \]  

(5)

where \( \text{Capital}_{i,t} \) is the capital ratio of bank \( i \) at time \( t \), \( \text{Interbank}_{i,t} \) is our proxy for the diversifiable liquidity risk of bank \( i \) at time \( t \), the vector \( \mathbf{X}_{i,t} \) contains the control variables, and \( \varepsilon_{i,t} \) is an error term. Among the controls we also include bank fixed effects and year dummies to account for unobserved heterogeneity at the bank level and across years that may be correlated with the explanatory variables. We also correct for seasonality by using quarterly dummies. Standard errors are clustered at the bank level to account for heteroscedasticity and serial correlation of errors (see Petersen [27]). Table 4 displays the results.

|TABLE 4|

Column 1 in Table 4 reports the regression of bank capital on interbank activity, bank fixed effects, and time dummies, with the exclusion of the other control variables. It shows that there is a negative relation between the two variables of interest as predicted by the model. The coefficient is -0.018 and it is statistically significant at the 1.4% level. If we perform a purely univariate analysis, by repeating a similar regression without fixed effect and time dummies, the result is qualitatively similar: the coefficient is -0.021 and it is statistically significant at the 1% level.

The result of the panel estimation of equation (5), with all controls included, is reported in Column 2 of Table 4. It confirms that our proxy for diversifiable liquidity risk is negatively related to bank capital after controlling for other bank factors (like risk, liquidity holdings, size, and profitability). The coefficient of the variable \( \text{Interbank} \) is -0.062, and is significant at the 1% level. The economic significance of these estimates also seems relevant. For example, the standard deviation of interbank activity within banks (i.e., in the time-series) is 1.71% in our sample. This means that one within-banks standard deviation increase in interbank activity [an increase of interbank activity of one within-banks standard deviation] is associated with a reduction of 0.11% in bank capital, which represents 1.1% of its mean and 1.2% of its median. Finally, among the control variables, the variable \( \text{Fed Funds Repos} \), which with some caveats can be considered an alternative measure of diversifiable liquidity risk, is also negatively related to \( \text{Capital} \) at the 1% significance level.
Cross-sectional analysis  The estimation of regression (5) employs bank fixed effects. It therefore uses the time series variation within banks, but fails to exploit cross-sectional differences among banks. However, at any point in time, banks are likely to vary in the cross section in terms of the diversifiability of their liquidity risk, that is, in terms of the particular value of $p$ they face. According to our argument, this implies that they should hold different levels of capital. Table 5 reports some cross-sectional estimates of equation (5), where $t$ is held constant and no fixed effects are included.

|TABLE 5|

Column 1 refers to the fourth quarter of 1995, Column 2 to the first quarter of 2000 and Column 3 to the first quarter of 2006. All of the three cross-sectional regressions in Table 5 produce a negative and significant coefficient for the variable Interbank.

The economic significance of these estimates is also relevant. As an example, consider the regression in Column 2. The standard deviation of interbank activity in this cross section is 2.67%, so that a one-standard deviation increase in the amount of interbank activity is associated with a reduction of 0.17% in bank capital, which represents 1.78% of the cross-sectional mean value.\textsuperscript{26} Similar results also hold for the variable Fed Funds Repos.

To complete the analysis, we also run cross-sectional regressions for all of the quarters in our sample period. Results are not reported here, but in the period between 1995Q1 and 2007Q2, the coefficient of the variable Interbank is negative and significant at least at the 10% level in 40 quarters out of 50 (in 20 quarters it shows a significance level of 1%). This confirms that banks that are more exposed to undiversifiable liquidity shocks than others, tend to hold higher levels of capital.

5.4 Robustness

In this section we perform various robustness checks to see whether the empirical results we obtain with the basic specification (5) also hold in different sub-samples of particular interest.

\textsuperscript{26}Similarly, the standard deviations of interbank activity in 1995Q4 and 2006Q1 are 2.94% and, respectively, 3.16%. A one-standard deviation increase in interbank activity is therefore associated with a reduction in bank capital of 0.21% and, respectively, 0.22%, in the two cross sections, which represent 2.17% and 2.22% of the corresponding cross-sectional means. Finally, notice that the overall between-banks standard deviation of interbank activity in the sample is 2.37%.
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**Pre-crisis vs. crisis period.** Our theoretical model describes a general mechanism without delivering different predictions for crisis and non-crisis periods. However, it is likely that during a financial crisis the relationship between bank capital and interbank activity will be affected by factors not captured in our theoretical analysis. Starting from the summer of 2007, interbank markets have been extremely stressed and governments have been forced to intervene providing liquidity assistance and closely monitoring banks. For this reason we have focused our main analysis on a period ending at the second quarter of 2007. Table 6 reports evidence on the relationship between bank capital and interbank market activity for an extended sample (1995Q1-2012Q4), and for the crisis period (2007Q3-2012Q4) in isolation.

**[TABLE 6]**

Table 6 shows that the predicted negative relationship is present both in the extended sample (Column 1) and in the crisis period (Column 2). The coefficient of the variable \( \text{Interbank} \) is negative and significant in both cases. Notice that it has a larger magnitude in the crisis period, suggesting that bank capital and interbank markets might have been even closer substitutes during the crisis.\(^\text{27}\)

**Net Lender vs. Net Borrower banks.** A possible concern might be that some banks act mainly as borrowers (or lenders) in the interbank market, and the negative relationship between capital and interbank activity could be driven by this specialization of banks. To check the robustness of our results we therefore split the sample between net lender and net borrower banks. Table 7 displays the results.

**[TABLE 7]**

Column 1 shows the results for the net lender banks, and Column 2 reports the regression for the net borrower banks. While the magnitude is much larger for net borrower banks, both regressions show a negative coefficient of the \( \text{Interbank} \) variable which is significant at the 1% level.

**Bank size.** Another concern is due to the large size dispersion of U.S. banks. This implies that controlling for bank fixed effects and size in a panel regression may not be enough. For this reason we break down the sample of banks into different size categories. In

\(^{27}\)A similar result obtains if we alternatively take the third quarter of 2008 as the beginning of the crisis period.
particular, we look separately at banks with a total asset value smaller than $300 million, between $300 million and $1 billion, between $1 billion and $50 billion, and over $50 billion. Results are reported in Table 8.

[TABLE 8]

Columns 1, 2, 3, and 4 report the regressions for each of the four size categories (from smallest to largest). They show that the relationship between capital and interbank activity is negative and significant in each of the different size categories.

Further robustness checks. Even if in our theoretical model regulation played no role, in practice banks do face capital regulation. It is conceivable that the ability of a bank to use its capital to deal with liquidity uncertainty is affected by how close the capital is to the regulatory capital requirement. Splitting the sample between banks that hold a total regulatory capital ratio above 10% and banks that hold a total regulatory capital ratio below 10% does not alter our findings. We perform a further robustness check by using data on non-U.S. commercial banks. In particular, we use Bankscope to collect yearly balance-sheet information for a sample of 863 European and Japanese commercial banks from 2005 to 2010. The data does not allow us to distinguish between unsecured interbank lending and Repos, hence our measure of interbank activity includes both. We find that our main results also hold true in this sample. These two robustness checks are not shown here but are available upon request.

6 Conclusions

In this paper we analyzed a model of multiple banks to study how the presence of an interbank market affects the incentives to hold bank capital for liquidity risk-sharing purposes. The model predicts a negative relationship between bank capital and empirical proxies of the coinsurance opportunities offered by the interbank market. We use the SDI quarterly dataset for U.S. commercial banks to empirically validate this theoretical prediction. Overall, our empirical results provide evidence of the risk-sharing role of bank capital. Notice that theories that view bank capital as an indicator of solvency would rather predict a positive relationship between bank capital and interbank market activity.

This implies that our findings should be given more attention in the policy debate. Indeed, the current debate on the regulation of bank capital mainly emphasizes its incentive
function (see, among others, Admati et al. [1]). This is clearly an important role of bank capital, but our results suggest that its function in dealing with the liquidity risk is also relevant, and has been essentially overlooked so far. Any intervention to regulate bank capital is likely to affect the functioning of the markets in which banks coinsure their liquidity risk in a non-trivial way. Future research should try to understand how imposing capital requirements affects banks’ behavior on interbank markets and, more generally, their ability to handle liquidity risk.

Appendix A: Proofs

To simplify the exposition it is useful to determine optimal levels of consumption for assigned values of \( y \) and \( e \) when the fraction of early consumers is \( \omega \) and the stream of dividends paid to investors is \( d_1, d_2 \). Formally, given \((y, e, d_1, d_2, \omega)\) with \( y \in [0, 1 + e] \), \( \omega \in (0, 1) \), \( e \geq 0 \), \( y > d_1 \geq 0 \), \((1 + e - y)R > d_2 \geq 0 \), we consider the value function

\[
V(y, e, d_1, d_2, \omega) \equiv \max_{c_1, c_2} \{ \omega u(c_1) + (1 - \omega) u(c_2) \} \tag{6}
\]

s.t. \( \omega c_1 + d_1 \leq y \) and \((1 - \omega)c_2 + d_2 \leq (1 + e - y)R + y - \omega c_1 - d_1 \),

and we denote with \( C_t(y, e, d_1, d_2, \omega) \) the corresponding optimal consumption at \( t \). Lemmas 1 and 2 below summarize some important properties of the value function and the associated consumption policies.

**Lemma 1** The value function \( V \) is strictly concave, continuous and differentiable in \((y, e, d_1, d_2)\) with

\[
\frac{\partial V}{\partial y} = u'(C_1) - Ru'(C_2), \tag{7}
\]

\[
\frac{\partial V}{\partial e} = Ru'(C_2), \tag{8}
\]

\[
\frac{\partial V}{\partial d_1} = -u'(C_1). \tag{9}
\]

The policies \( C_1 \) and \( C_2 \) are given by

\[
C_1 = \min \left\{ \frac{y - d_1}{\omega}, y + (1 + e - y)R - d_1 - d_2 \right\},
\]

\[
C_2 = \max \left\{ \frac{(1 + e - y)R - d_2}{1 - \omega}, y + (1 + e - y)R - d_1 - d_2 \right\}.
\]
Proof. To show the strict concavity of the value function note that if \( c = (c_1, c_2) \) and \( c' = (c'_1, c'_2) \) are optimal with \( \xi = (y, e, d_1, d_2, \omega) \) and, respectively, \( \xi' = (y', e', d'_1, d'_2, \omega) \), then given \( \alpha \in (0, 1) \), \( c^\alpha = \alpha c + (1 - \alpha)c' \) is feasible for \( \xi^\alpha = \alpha \xi + (1 - \alpha)\xi' \). Now, the strict concavity of \( u \) implies that if \( \xi \neq \xi' \) then also \( c \neq c' \) and, therefore, the strict concavity of \( V \) follows from the strict concavity of \( u \). Continuity follows from the theorem of the maximum, and differentiability follows using concavity and a standard perturbation argument to find a differentiable function which bounds \( V \) from below. To obtain (7), note that from the envelope theorem

\[
\frac{\partial V}{\partial y} = \lambda + (1 - R) \mu,
\]

where \( \lambda \) and \( \mu \) are the Lagrange multipliers on the two constraints. The problem’s first order conditions are

\[
\begin{align*}
 u'(C_1) &= \lambda + \mu, \\
 u'(C_2) &= \mu,
\end{align*}
\]

which substituted in the previous expression give (7). Expressions (8) and (9) are obtained similarly, and considering separately the cases \( \lambda > 0 \) (no rollover) and \( \lambda = 0 \) (rollover), it is possible to derive the optimal consumption policies.

Lemma 2 \( C_1 \leq C_2 \) for all admissible \((y, e, d_1, d_2, \omega)\). In particular given

\[
\hat{y} = \frac{\omega(R(1 + e) - d_2) + (1 - \omega)d_1}{1 - \omega + \omega R}
\]

we distinguish two cases:

(i) If \( y > \hat{y} \) there is rollover and we have

\[
\frac{y - d_1}{\omega} > C_1 = C_2 = y + R(1 + e - y) - d_1 - d_2 > \frac{(1 + e - y)R - d_2}{1 - \omega},
\]

(ii) If \( y \leq \hat{y} \) there is no rollover and we have

\[
C_1 = \frac{y - d_1}{\omega} \leq y + R(1 + e - y) - d_1 - d_2 \leq \frac{(1 + e - y)R - d_2}{1 - \omega} = C_2,
\]

where the inequalities are strict if \( y < \hat{y} \) or otherwise hold as equalities.
Proof of Lemma 2. The proof follows from inspection of $C_1$ and $C_2$ in Lemma 1. ■

Since $C_1 \leq C_2$ late consumers never have an incentive to mimic early consumers. Clearly, the opposite is also true so that, even if consumers have private information on their preference shocks, incentive compatibility is not an issue here.

The first best allocation can now be characterized in terms of the value function defined in (6). In particular, consider the following problem

$$\max_{(y,e,d_1^{HL},d_2^{HL},d_1^H,d_2^H)} pV(y,e,d_1^{HL},d_2^{HL},\omega_{HL}) + (1-p)V(y,e,d_1^H,d_2^H,\omega_H)$$

subject to

$$p \left( \rho_1 d_1^{HL} + d_2^{HL} \right) + (1-p) \left( \rho_1 d_1^H + d_2^H \right) \geq \rho_0 e; \quad (d_1^s, d_2^s) \geq 0; \quad s = HL, H$$

$$e \geq 0.$$ (13)

The solution to the above problem provides the first-best values for $(y,e,d_1^{HL},d_2^{HL},d_1^H,d_2^H)$, while first-best consumption levels are given by

$$c_s^* = C_t(y,e,d_1^s,d_2^s,\omega_s).$$

Proof of Proposition 1. The proof is given assuming $e > 0$. In the trivial case $e = 0$ the proof follows similar steps with the understanding that $d_s^* = 0$ for all $s$ and $t$. Notice that positive rollover cannot be optimal in both states $HL$ and $H$ as, in this case, keeping the level of capital and the payouts to investors constant, it would be possible to slightly increase the investment in the long asset without affecting the first-period consumption levels of depositors. The additional returns could, however, be used to increase second-period consumption levels, clearly yielding a better allocation. Let $\eta$ be the Lagrange multipliers for (11). Using Lemma 1 and noting that at the optimum $c_s^* = C_t(y,e,d_1^s,d_2^s,\omega_s)$, first order conditions are

$$pu'(c_1^{HL}) + (1-p)u'(c_1^H) = R \left( pu'(c_2^{HL}) + (1-p)u'(c_2^H) \right)$$

$$R \left( pu'(c_2^{HL}) + (1-p)u'(c_2^H) \right) = \eta \rho_0$$

$$u'(c_1^s) \geq \eta \rho_1$$

$$d_1^s(u'(c_1^s) - \eta \rho_1) = 0$$

$$u'(c_2^s) \geq \eta$$

$$d_2^s(u'(c_2^s) - \eta) = 0.$$ (19)
From (15) we have \( \eta > 0 \), so that
\[
p (\rho_1 d_1^{HL} + d_2^{HL}) + (1 - p) (\rho_1 d_1^H + d_2^H) = \rho_0 e.
\]
Since \( e > 0 \), \( d_i^t \) cannot be zero for all \( s \) and \( t \). Notice that with fixed \( t \) it is impossible that \( d_1^H \) and \( d_1^{HL} \) are both strictly positive. In fact, if \( d_1^H > 0 \) and \( d_1^{HL} > 0 \), (17) implies that \( u'(c_1^H) = u'(c_1^{HL}) = \eta \rho_1 \) which is incompatible with (14) and (15) taken together. Similarly, if \( d_2^H > 0 \) and \( d_2^{HL} > 0 \), (19) implies that \( u'(c_2^H) = u'(c_2^{HL}) = \eta \) which is incompatible with (15).

The proof is now organized in three steps.

**Step 1** shows that we always have \( d_1^H = 0 \) and \( d_2^{HL} = 0 \). First, assume by contradiction that \( d_1^H > 0 \), which immediately implies \( d_1^{HL} = 0 \). Moreover, (16) - (17) imply
\[
c_1^{HL} = \min \left\{ \frac{y}{\omega_{HL}}, y + R (1 + e - y) - d_2^{HL} \right\}
\]
which is possible only if there is positive rollover in states \( HL \) and \( LH \). It follows that
\[
c_1^{HL} = y + R (1 + e - y) - d_2^{HL} \leq c_1^H \leq y + R (1 + e - y) - d_1^H - d_2^H,
\]
which in turn implies \( d_2^{HL} \geq d_1^H + d_2^H > 0 \). As a consequence, (18) - (19) imply \( c_2^H \leq c_2^{HL} \), and given that there must be rollover in states \( HL \) and \( LH \), Lemma 2 implies
\[
y + R (1 + e - y) - d_1^H - d_2^H \leq c_2^H \leq y + R (1 + e - y) - d_2^{HL}
\]
which in turn implies \( d_2^{HL} \leq d_1^H + d_2^H \). It follows that \( d_2^{HL} = d_1^H + d_2^H \). Hence, \( d_2^H < d_2^{HL} \) and we therefore have
\[
\frac{R (1 + e - y) - d_2^H}{1 - \omega_H} > \frac{R (1 + e - y) - d_2^{HL}}{1 - \omega_{HL}} > \frac{y + R (1 + e - y) - d_1^H - d_2^H}{1 - \omega_{HL}}
\]
meaning that there must also be positive rollover in state \( H \), which is clearly a contradiction. The assumption \( d_2^{HL} > 0 \) leads to a similar contradiction, so that it must be \( d_1^H = 0 \) and \( d_2^{HL} = 0 \) as claimed.

**Step 2** establishes that positive rollover is impossible in state \( H \). Assume by contradiction that we do have positive rollover in state \( H \). It follows that \( c_1^H = c_2^H \) and (16), (18),
and (19) imply \( d_1^H = 0 \). Hence \( d_1^{HL} = e\rho_0/\rho_1 > 0 \) is the only positive payout to investors, and (16) - (17) imply \( c_1^{HL} \geq c_1^H \). Now we have
\[
y + R(1 + e - y) - d_1^{HL} \geq c_1^{HL} \geq c_1^H = y + R(1 + e - y),
\]
which is clearly a contradiction as \( d_1^{HL} > 0 \).

**Step 3** shows how consumption levels are ordered. From Lemma 2 we know that \( c_1^{HL} \leq c_2^{HL} \) and this weak inequality holds as an equality if and only if there is positive rollover in states \( HL \) and \( LH \). It is therefore sufficient to show that \( c_1^H < c_2^{HL} \) and \( c_2^{HL} < c_2^H \). We distinguish three cases.

(i) \( d_2^H > 0 \) and \( d_1^{HL} > 0 \). In this case, (18) and (19) with \( d_2^H > 0 \) imply \( c_2^{HL} \leq c_2^H \) and the inequality must be strict as we would otherwise have \( u'(c_2^{HL}) = u'(c_2^H) = \eta \) which is incompatible with (15). Similarly, (16) and (17) with \( d_1^{HL} > 0 \) imply \( c_1^H \leq c_1^{HL} \), and the inequality must be strict as we would otherwise have \( u'(c_1^{HL}) = u'(c_1^H) = \eta\rho_1 \), which is incompatible with (14) and (15) taken together.

(ii) \( d_2^H > 0 \) and \( d_1^{HL} = 0 \). In this case, \( c_2^{HL} < c_2^H \) follows from \( d_2^H > 0 \) as in (i). Furthermore, if there is no rollover in states \( HL \) and \( LH \) we immediately have
\[
c_1^H = \frac{y}{\omega_H} < \frac{y}{\omega_L} = c_1^{HL},
\]
whereas in the case of rollover in states \( HL \) and \( LH \) we obtain
\[
c_1^{HL} = c_2^{HL} = y + (1 + e - y)R > y + (1 + e - y)R - d_2^H \geq c_1^H.
\]

(iii) \( d_2^H = 0 \) and \( d_1^{HL} > 0 \). In this case, \( c_1^H < c_1^{HL} \) follows from \( d_1^{HL} > 0 \) as in (i). Furthermore, if there is no rollover in state \( HL \) we immediately have
\[
c_2^{HL} = \frac{(1 + e - y)R}{1 - \omega_{HL}} < \frac{(1 + e - y)R}{1 - \omega_H} = c_2^H,
\]
whereas in the case of rollover in states \( HL \) and \( LH \) we obtain
\[
c_2^{HL} = c_1^{HL} = y + (1 + e - y)R - d_1^{HL} < y + (1 + e - y)R \leq c_2^H.
\]

7 Appendix B: Variable Description

Table B1 reports the detailed description and how the variables have been constructed using the SDI dataset, and their respective call report codes.
Table B2 presents unconditional pair-wise correlations of all the variables used in the regressions.
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Figure 1 – Bank capital and payouts for different values of $p$

(a) Bank capital over total assets

(b) Payouts to investors

Note: This numerical example assumes a constant relative risk aversion of 2. Other parameters are $R = 1.8$, $\rho_0 = 2$, $\rho_1 = 1.75$, $\omega_H = 0.6$, and $\omega_L = 0.4$. 
Figure 2 – Bank capital and consumption volatility for different values of $p$

Note: This numerical example assumes a constant relative risk aversion of 2. Other parameters are $R = 1.4$, $\rho_0 = 1.55$, $\rho_1 = 1.50$, $\omega_p = 0.6$, and $\omega_c = 0.4$. 
Table 2 – Summary statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Stan. Dev.</th>
<th>p5%</th>
<th>Median</th>
<th>p95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital</td>
<td>0.100</td>
<td>0.052</td>
<td>0.064</td>
<td>0.089</td>
<td>0.162</td>
</tr>
<tr>
<td>Interbank</td>
<td>0.025</td>
<td>0.039</td>
<td>0.001</td>
<td>0.015</td>
<td>0.085</td>
</tr>
<tr>
<td>Fed Funds Repos</td>
<td>0.063</td>
<td>0.075</td>
<td>0.000</td>
<td>0.042</td>
<td>0.199</td>
</tr>
<tr>
<td>Deposits Fed</td>
<td>0.006</td>
<td>0.010</td>
<td>0.000</td>
<td>0.002</td>
<td>0.024</td>
</tr>
<tr>
<td>LLP</td>
<td>0.002</td>
<td>0.008</td>
<td>0.000</td>
<td>0.001</td>
<td>0.005</td>
</tr>
<tr>
<td>Liquidity</td>
<td>0.207</td>
<td>0.131</td>
<td>0.019</td>
<td>0.192</td>
<td>0.443</td>
</tr>
<tr>
<td>Loans</td>
<td>0.630</td>
<td>0.157</td>
<td>0.346</td>
<td>0.647</td>
<td>0.847</td>
</tr>
<tr>
<td>Deposits</td>
<td>0.745</td>
<td>0.141</td>
<td>0.515</td>
<td>0.774</td>
<td>0.891</td>
</tr>
<tr>
<td>ROA</td>
<td>0.008</td>
<td>0.011</td>
<td>0.001</td>
<td>0.006</td>
<td>0.017</td>
</tr>
<tr>
<td>Size ($ million)</td>
<td>2,572</td>
<td>24,000</td>
<td>109</td>
<td>342</td>
<td>5,859</td>
</tr>
</tbody>
</table>

Note: The sample consists of 5,871 banks and 124,406 observations from 1995Q1 to 2007Q2. Data is obtained from SDI repository database.
Figure 3 – Aggregate capital ratio and aggregate interbank activity

![Graph showing aggregate capital ratio and aggregate interbank activity from 1995 to 2006.]

Note: This Figure reports the aggregate measures of bank capital ratios and interbank activity between 1995 and 2006 in the U.S. banking system. The Aggregate Capital Ratio in a given year is the sum of total equity capital for all commercial banks in the U.S. in that year, as reported in the SDI database, divided by the sum of banks total assets for the same year. Similarly, the Aggregate Interbank Activity in a certain year is the sum of balances due from depository institutions and deposits from depository institutions for all banks in the SDI database in that year, divided by the sum of banks total assets for the same year.

Table 3 – Principal component analysis

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Commonality of Deposits</td>
<td>39.50%</td>
<td>40.11%</td>
<td>41.04%</td>
<td>43.62%</td>
<td>41.73%</td>
<td>43.66%</td>
<td>43.71%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aggregate Capital Ratio</td>
<td>8.16%</td>
<td>8.39%</td>
<td>8.35%</td>
<td>8.98%</td>
<td>9.15%</td>
<td>10.28%</td>
<td>10.34%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aggregate Interbank Activity</td>
<td>3.16%</td>
<td>3.59%</td>
<td>3.34%</td>
<td>2.92%</td>
<td>2.76%</td>
<td>2.36%</td>
<td>2.78%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of banks</td>
<td>3,002</td>
<td>2,898</td>
<td>3,111</td>
<td>1,133</td>
<td>1,273</td>
<td>1,464</td>
<td>1,786</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Commonality of Deposit corresponds to the percentage of the overall variability of deposits explained by the First Principal Component. Aggregate Capital Ratio is the sum of total equity capital at the end of the second year of each sub-period for all commercial banks in the U.S. as reported in the SDI database, divided by the sum of their total assets. Aggregate Interbank Activity is the sum of balances due from depository institutions and deposits from depository institutions divided by the sum of banks total assets, for all banks in the SDI database at the end of the second year of each sub-period. The last row contains the number of banks used to perform the principal component analysis, i.e., the number of banks in our sample that report all the required information for our analysis for the eight quarters in each sub-period.
Table 4 – Bank capital and interbank activity: Panel regressions

<table>
<thead>
<tr>
<th>Capital</th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coeff.</td>
<td>Robust SE</td>
</tr>
<tr>
<td>Interbank</td>
<td>-0.018</td>
<td>0.009     **</td>
</tr>
<tr>
<td>Fed Funds Repos</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deposits Fed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LLP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liquidity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loans</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deposits</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ROA</td>
<td>0.394</td>
<td>0.057     ***</td>
</tr>
<tr>
<td>Size</td>
<td>-0.005</td>
<td>0.001     ***</td>
</tr>
<tr>
<td>Constant</td>
<td>0.104</td>
<td>0.000     ***</td>
</tr>
<tr>
<td>N. of obs</td>
<td>124,406</td>
<td></td>
</tr>
<tr>
<td>N. of clusters</td>
<td>5,871</td>
<td></td>
</tr>
<tr>
<td>Adj. R-Squared</td>
<td>overall = 0.005</td>
<td>overall = 0.1472</td>
</tr>
</tbody>
</table>

Note: The estimates are based on a panel regression of bank capital (Capital) on interbank market activity (Interbank). Interbank market activity is measured as the sum of the unsecured borrowing and lending positions of an individual bank, normalized by total assets. Definitions of the other variables are given in Table B1 in Appendix B. Extreme observations are winsorized at top and bottom 2.5%. All regressions include bank fixed effects, and year and quarterly dummies. For each model specification we list regression coefficients, robust standard errors (clustered at the bank level), and significance levels. ***, **, and * respectively denote a significance level of 1%, 5%, and 10%.
<table>
<thead>
<tr>
<th>Capital</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coeff.</td>
<td>Robust SE</td>
<td>Coeff.</td>
</tr>
<tr>
<td>Interbank</td>
<td>-0.070</td>
<td>0.018</td>
<td>***</td>
</tr>
<tr>
<td>Fed Funds Repos</td>
<td>-0.086</td>
<td>0.010</td>
<td>***</td>
</tr>
<tr>
<td>Deposits Fed</td>
<td>-0.173</td>
<td>0.040</td>
<td>***</td>
</tr>
<tr>
<td>LLP</td>
<td>0.263</td>
<td>0.170</td>
<td></td>
</tr>
<tr>
<td>Liquidity</td>
<td>-0.022</td>
<td>0.005</td>
<td>***</td>
</tr>
<tr>
<td>Loans</td>
<td>-0.053</td>
<td>0.005</td>
<td>***</td>
</tr>
<tr>
<td>Deposits</td>
<td>-0.087</td>
<td>0.007</td>
<td>***</td>
</tr>
<tr>
<td>ROA</td>
<td>0.976</td>
<td>0.121</td>
<td>***</td>
</tr>
<tr>
<td>Size</td>
<td>-0.006</td>
<td>0.000</td>
<td>***</td>
</tr>
<tr>
<td>Constant</td>
<td>0.270</td>
<td>0.011</td>
<td>***</td>
</tr>
<tr>
<td>N. of obs</td>
<td>3,381</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N. of clusters</td>
<td>3,381</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample period</td>
<td>1995 Q4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R-Squared</td>
<td>0.2088</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The estimates are based on cross-sectional regressions of bank capital on interbank market activity. Column (1) reports results for the fourth quarter of 1995. Column (2) reports the first quarter of 2000. Column (3) reports the first quarter of 2006. Interbank market activity is measured as the sum of the unsecured borrowing and lending positions of an individual bank, normalized by total assets. Definitions of the other variables are given in Table B1 in Appendix B. Extreme observations are winsorized at top and bottom 2.5%. For each model specification we list regression coefficients, robust standard errors and significance levels. ***, **, and * respectively denote a significance level of 1%, 5%, and 10%.
Table 6 – Bank capital and interbank activity: Extended sample and crisis period

<table>
<thead>
<tr>
<th>Capital</th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coeff.</td>
<td>Robust SE</td>
</tr>
<tr>
<td>Interbank</td>
<td>-0.083</td>
<td>0.007 ***</td>
</tr>
<tr>
<td>Fed Funds Repos</td>
<td>-0.060</td>
<td>0.004 ***</td>
</tr>
<tr>
<td>Deposits Fed</td>
<td>-0.104</td>
<td>0.009 ***</td>
</tr>
<tr>
<td>LLP</td>
<td>-0.038</td>
<td>0.057</td>
</tr>
<tr>
<td>Liquidity</td>
<td>-0.041</td>
<td>0.003 ***</td>
</tr>
<tr>
<td>Loans</td>
<td>-0.047</td>
<td>0.004 ***</td>
</tr>
<tr>
<td>Deposits</td>
<td>-0.059</td>
<td>0.004 ***</td>
</tr>
<tr>
<td>ROA</td>
<td>0.537</td>
<td>0.049 ***</td>
</tr>
<tr>
<td>Size</td>
<td>-0.004</td>
<td>0.001 ***</td>
</tr>
<tr>
<td>Constant</td>
<td>0.232</td>
<td>0.013 ***</td>
</tr>
</tbody>
</table>

N. of obs: 184,920, 46,721
N. of clusters: 6,858, 3,057
Adj. R-Squared: overall = 0.1627, overall = 0.0295

Note: The estimates are based on a panel regression of bank capital on interbank market activity. The regression in Column (1) is based on an extended sample which includes the crisis period (1995Q1 – 2012Q4). Column (2) reports regression results based on the crisis period alone (2007Q3 – 2012Q4). Interbank market activity is measured as the sum of the unsecured borrowing and lending positions of an individual bank, normalized by total assets. Definitions of the other variables are given in Table B1 in Appendix B. All regressions include bank fixed effects, and year and quarterly dummies. Extreme observations are winsorized at top and bottom 2.5%. For each model specification we list regression coefficients, robust standard errors (clustered at the bank level), and significance levels. ***, **, and * respectively denote a significance level of 1%, 5%, and 10%.
Table 7 – Bank capital and interbank activity: Net lender and net borrower

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th></th>
<th>(2)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coeff.</td>
<td>Robust SE</td>
<td>Coeff.</td>
<td>Robust SE</td>
</tr>
<tr>
<td>Interbank</td>
<td>-0.033</td>
<td>0.009 ***</td>
<td>-0.114</td>
<td>0.019 ***</td>
</tr>
<tr>
<td>Fed Funds Repos</td>
<td>-0.055</td>
<td>0.005 ***</td>
<td>-0.049</td>
<td>0.009 ***</td>
</tr>
<tr>
<td>Deposits Fed</td>
<td>-0.124</td>
<td>0.019 ***</td>
<td>-0.084</td>
<td>0.025 ***</td>
</tr>
<tr>
<td>LLP</td>
<td>-0.230</td>
<td>0.093 **</td>
<td>-0.433</td>
<td>0.132 ***</td>
</tr>
<tr>
<td>Liquidity</td>
<td>-0.033</td>
<td>0.003 ***</td>
<td>-0.054</td>
<td>0.007 ***</td>
</tr>
<tr>
<td>Loans</td>
<td>-0.037</td>
<td>0.004 ***</td>
<td>-0.061</td>
<td>0.008 ***</td>
</tr>
<tr>
<td>Deposits</td>
<td>-0.055</td>
<td>0.005 ***</td>
<td>-0.038</td>
<td>0.009 ***</td>
</tr>
<tr>
<td>ROA</td>
<td>0.391</td>
<td>0.060 ***</td>
<td>0.371</td>
<td>0.107 ***</td>
</tr>
<tr>
<td>Size</td>
<td>-0.005</td>
<td>0.001 ***</td>
<td>-0.007</td>
<td>0.002 ***</td>
</tr>
<tr>
<td>Constant</td>
<td>0.248</td>
<td>0.017 ***</td>
<td>0.259</td>
<td>0.028 ***</td>
</tr>
</tbody>
</table>

|                  |                      |                  |                      |                  |
| N. of obs        | 102,975              |                  | 21,048               |                  |
| N. of clusters   | 5,563                |                  | 2,168                |                  |
| Sample period    | 1995 Q1: 2007 Q2     |                  | 1995 Q1: 2012 Q4     |                  |
| Adj. R-Squared   | overall = 0.1480     |                  | overall = 0.0912     |                  |

Note: The estimates are based on a panel regression of bank capital on interbank market activity. Regression in Column (1) is based on the sample that includes banks that are net lenders on the unsecured interbank market, i.e. banks with more assets than liabilities on this market. Column (2) reports regression results for the banks that are instead net borrowers on the unsecured interbank market, i.e. banks with more liabilities than assets on this market. Interbank market activity is measured as the sum of the unsecured borrowing and lending positions of an individual bank, normalized by total assets, i.e. banks with more assets than liabilities on this market. Definitions of the other variables are given in Table B1 in Appendix B. Extreme observations are winsorized at top and bottom 2.5%. All regressions include bank fixed effects, and year and quarterly dummies. For each model specification we list regression coefficients, robust standard errors (clustered at the bank level), and significance levels. ***, **, and * respectively denote a significance level of 1%, 5%, and 10%.
Table 8 – Bank capital and interbank activity: Bank size

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coeff.</td>
<td>Robust SE</td>
<td>Coeff.</td>
<td>Robust SE</td>
</tr>
<tr>
<td>Interbank</td>
<td>-0.058</td>
<td>0.008</td>
<td>***</td>
<td>-0.066</td>
</tr>
<tr>
<td>Fed Funds Repos</td>
<td>-0.036</td>
<td>0.004</td>
<td>***</td>
<td>-0.056</td>
</tr>
<tr>
<td>Deposits Fed</td>
<td>-0.076</td>
<td>0.017</td>
<td>***</td>
<td>-0.058</td>
</tr>
<tr>
<td>LLP</td>
<td>-0.163</td>
<td>0.074</td>
<td>**</td>
<td>-0.214</td>
</tr>
<tr>
<td>Liquidity</td>
<td>-0.021</td>
<td>0.003</td>
<td>***</td>
<td>-0.037</td>
</tr>
<tr>
<td>Loans</td>
<td>-0.031</td>
<td>0.004</td>
<td>***</td>
<td>-0.038</td>
</tr>
<tr>
<td>Deposits</td>
<td>-0.057</td>
<td>0.006</td>
<td>***</td>
<td>-0.048</td>
</tr>
<tr>
<td>ROA</td>
<td>0.257</td>
<td>0.057</td>
<td>***</td>
<td>0.460</td>
</tr>
<tr>
<td>Size</td>
<td>-0.029</td>
<td>0.002</td>
<td>***</td>
<td>-0.015</td>
</tr>
<tr>
<td>Constant</td>
<td>0.519</td>
<td>0.025</td>
<td>***</td>
<td>0.351</td>
</tr>
</tbody>
</table>

Note: The estimates are based on a panel regression of bank capital on interbank market activity. The sample is split into banks with total assets lower than $300 million (Column 1), banks with total assets between $300 million and $1 billion (Column 2), banks with total assets between $1 billion and $50 billion (Column 3), and banks with total assets larger than $50 billion (Column 4). Interbank market activity is measured as the sum of the unsecured borrowing and lending positions of an individual bank, normalized by total assets. Definitions of the other variables are given in Table B1 in Appendix B. All regressions include bank fixed effects, and year and quarterly dummies. Extreme observations are winsorized at top and bottom 2.5%. For each model specification we list regression coefficients, robust standard errors (clustered at the bank level), and significance levels. ***, **, and * respectively denote a significance level of 1%, 5%, and 10%.
# Table B1 – Variable descriptions

<table>
<thead>
<tr>
<th>Variable</th>
<th>Ref. code of the SDI (FDIC) data item</th>
<th>Ref. Codes Call Reports FFIEC231 (FFIEC041)</th>
<th>Definition of Variable and Description of the SDI (FDI) data item</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital</td>
<td>eq</td>
<td>rlad3210</td>
<td>eq/asset</td>
</tr>
<tr>
<td></td>
<td>&amp;</td>
<td>&amp;</td>
<td></td>
</tr>
<tr>
<td>Interbank</td>
<td></td>
<td>(chus + chnus + trnco + trncomot + trmf + trnfc + trnfg + trnrg)/asset</td>
<td></td>
</tr>
<tr>
<td>• Assets</td>
<td>chus</td>
<td>rcf0083, rcf0085</td>
<td>Cash balances due from depository institutions in the U.S. Include all interest-bearing and noninterest-bearing balances whether in the form of demand, savings or time balances, including certificates of deposit but excluding certificates of deposit held for trading.</td>
</tr>
<tr>
<td></td>
<td>chnus</td>
<td>rcf0073, rcf0074</td>
<td>Cash balances due from banks in foreign countries and foreign central banks.</td>
</tr>
<tr>
<td>• Liabilities</td>
<td>trnco</td>
<td>rcon2213</td>
<td>Total transaction accounts of banks in foreign countries held in domestic offices. This item is not reported by institutions with less than $100 million in total assets.</td>
</tr>
<tr>
<td></td>
<td>trnco</td>
<td>rcon2236</td>
<td>Total nontransaction accounts of banks in foreign countries held in domestic offices.</td>
</tr>
<tr>
<td></td>
<td>trnfg</td>
<td>rcon2216</td>
<td>Total transaction accounts of foreign governments and official institutions (includes foreign central banks) held in domestic offices.</td>
</tr>
<tr>
<td></td>
<td>trnrg</td>
<td>rcon2377</td>
<td>Total nontransaction accounts of foreign governments and official institutions (includes foreign central banks) held in domestic offices.</td>
</tr>
<tr>
<td>Fed Funds Repos</td>
<td>frepo</td>
<td>rcon987, rcon989</td>
<td>Total federal funds sold and securities purchased under agreements to resell in domestic offices.</td>
</tr>
<tr>
<td>• Assets</td>
<td>frepo</td>
<td>rcon987, rcon989</td>
<td>Total federal funds sold and securities purchased under agreements to resell in domestic offices.</td>
</tr>
<tr>
<td></td>
<td>frep</td>
<td>rcon993, rcon995</td>
<td>Total federal funds purchased and securities sold under agreements to repurchase in domestic offices.</td>
</tr>
<tr>
<td>Deposits Fed</td>
<td>chfrb</td>
<td>rcf0090, rcon900</td>
<td>The total cash balances due from Federal Reserve Banks.</td>
</tr>
<tr>
<td>• Liabilities</td>
<td>chfrb</td>
<td>rcf0090, rcon900</td>
<td>The total cash balances due from Federal Reserve Banks.</td>
</tr>
<tr>
<td>Liquidity</td>
<td>scaf</td>
<td>rcf1773, rcon1773</td>
<td>Total securities designated as available-for-sale, reported at fair (market) value.</td>
</tr>
<tr>
<td></td>
<td>chitem</td>
<td>rcon020</td>
<td>Cash items in the process of collection and unposted debits (held in domestic offices) which are immediately payable upon presentation.</td>
</tr>
<tr>
<td></td>
<td>chcoi</td>
<td>rcon0080</td>
<td>Currency and coin held in domestic offices.</td>
</tr>
<tr>
<td>Loans</td>
<td>Inlsg</td>
<td>rcf0529, rcf0529</td>
<td>Total loans and lease financing receivables minus unearned income and loan loss allowances.</td>
</tr>
<tr>
<td></td>
<td>Inlssal</td>
<td>rcf05369</td>
<td>Loans and leases held for sale.</td>
</tr>
</tbody>
</table>
Table B1 – Variable descriptions (Cont’d)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Ref. code of the SDI (FDIC) data item</th>
<th>Ref. Codes Call Reports FFIEC031 (FFIEC041)</th>
<th>Definition of Variable and Description of the SDI (FDI) data item</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deposits</td>
<td>trnpoc</td>
<td>rcomb549</td>
<td>[trnpoc + ntrpic]/asset</td>
</tr>
<tr>
<td></td>
<td>ntrpic</td>
<td>rcomb550</td>
<td>Transaction deposits of individuals, partnerships and corporations including certified and official checks held in domestic offices.</td>
</tr>
<tr>
<td>LLP</td>
<td>elnatr</td>
<td>riad4230</td>
<td>elnat/asset</td>
</tr>
<tr>
<td>ROA</td>
<td>netinc</td>
<td>riad4340</td>
<td>The amount needed to make the allowance for loan and lease losses adequate to absorb expected loan and lease losses.</td>
</tr>
<tr>
<td>Size</td>
<td>asset</td>
<td>riad2170, (rcomb2170)</td>
<td>netinc/asset</td>
</tr>
</tbody>
</table>

Note: This table defines the variables used in the regression analysis in terms of SDI (FDIC) data items, and provides a description for every such item. For every SDI data item the table also gives the corresponding reference codes in the Call Reports of banks with domestic and foreign offices (FFIEC031). The corresponding Call Report codes for banks with domestic offices only (FFIEC041) are reported in brackets, but only when they differ from the FFIEC031 codes. Notice that in some cases there are multiple Call Reports reference codes corresponding to each SDI data item. In these cases Call Reports data are more disaggregated, and the SDI items correspond to the sum of the associated items in the Call Report.

Table B2 – Correlation matrix

<table>
<thead>
<tr>
<th></th>
<th>Capital</th>
<th>Interbank</th>
<th>Fed Funds Repos</th>
<th>Deposits Fed</th>
<th>LLP</th>
<th>Liquidity</th>
<th>Loans</th>
<th>Deposits</th>
<th>ROA</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital</td>
<td>1.000</td>
<td>0.079</td>
<td>0.053</td>
<td>-0.033</td>
<td>0.112</td>
<td>-0.007</td>
<td>-0.200</td>
<td>-0.378</td>
<td>0.272</td>
<td>-0.073</td>
</tr>
<tr>
<td>Interbank</td>
<td>0.079</td>
<td>1.000</td>
<td>0.115</td>
<td>0.001</td>
<td>0.069</td>
<td>-0.130</td>
<td>-0.039</td>
<td>-0.220</td>
<td>0.020</td>
<td>-0.014</td>
</tr>
<tr>
<td>Fed Funds Repos</td>
<td>0.053</td>
<td>0.115</td>
<td>1.000</td>
<td>0.029</td>
<td>-0.005</td>
<td>-0.014</td>
<td>-0.254</td>
<td>-0.331</td>
<td>0.000</td>
<td>0.248</td>
</tr>
<tr>
<td>Deposits Fed</td>
<td>-0.033</td>
<td>0.001</td>
<td>0.029</td>
<td>1.000</td>
<td>-0.011</td>
<td>-0.031</td>
<td>-0.054</td>
<td>0.080</td>
<td>0.013</td>
<td>-0.047</td>
</tr>
<tr>
<td>LLP</td>
<td>0.112</td>
<td>0.069</td>
<td>-0.005</td>
<td>-0.011</td>
<td>1.000</td>
<td>-0.093</td>
<td>0.095</td>
<td>-0.563</td>
<td>-0.014</td>
<td>0.103</td>
</tr>
<tr>
<td>Liquidity</td>
<td>-0.007</td>
<td>-0.130</td>
<td>-0.014</td>
<td>-0.031</td>
<td>0.000</td>
<td>1.000</td>
<td>-0.167</td>
<td>-0.014</td>
<td>0.033</td>
<td>-0.378</td>
</tr>
<tr>
<td>Loans</td>
<td>-0.200</td>
<td>-0.039</td>
<td>-0.254</td>
<td>-0.054</td>
<td>0.095</td>
<td>-0.563</td>
<td>1.000</td>
<td>-0.014</td>
<td>0.100</td>
<td>-0.378</td>
</tr>
<tr>
<td>Deposits</td>
<td>-0.378</td>
<td>-0.220</td>
<td>-0.331</td>
<td>0.080</td>
<td>0.013</td>
<td>-0.002</td>
<td>-0.035</td>
<td>-0.172</td>
<td>0.010</td>
<td>0.100</td>
</tr>
<tr>
<td>ROA</td>
<td>0.272</td>
<td>0.020</td>
<td>0.000</td>
<td>0.013</td>
<td>0.274</td>
<td>-0.002</td>
<td>-0.035</td>
<td>-0.172</td>
<td>0.010</td>
<td>0.100</td>
</tr>
<tr>
<td>Size</td>
<td>-0.073</td>
<td>-0.014</td>
<td>0.248</td>
<td>-0.047</td>
<td>0.054</td>
<td>-0.050</td>
<td>0.103</td>
<td>-0.378</td>
<td>0.010</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Note: This table provides pair-wise unconditional correlations of the variables used in the regression analysis.